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Abstract: Brownian dynamics methodology was applied to simulate the encounter of ami-
noglycosidic antibiotics with the ribosomal A-site RNA. Studied antibiotics included neamine,
neomycin, ribostamycin, and paromomycin which differ in chemical structure, the number of
pseudosugar rings, and the net charge. The influence of structural, electrostatic, and
hydrodynamic properties of antibiotics on the kinetics of their association with the ribosomal
A-site was analyzed. The computed diffusion limited rates of association are of the order of
1010 1/M ·s, and they weakly depend on ionic strength. Prior to binding, antibiotics often slide
along the RNA groove with the time scale of approximately 10 ns per base pair in the case of
neamine. We observed that upon forming the encounter complex aminoglycosides displace
magnesium ions from the binding pocket.

Introduction

Aminoglycosidic antibiotics are a family of antibacterial
drugs which have been widely used in medical therapy for
over 60 years. Most aminoglycosides interfere with transla-
tion by binding to the prokaryotic tRNA decoding A-site of
the 16S RNA in the 30S ribosomal subunit.1 They interfere
with the decoding process by decreasing the accuracy of
translation and by blocking proper peptide synthesis.2,3 Upon
binding, aminoglycosides displace two universally conserved
adenine residues (A1492 and A1493) which are involved in
contacts with the mRNA-tRNA hybrid. This leads to
reduced discrimination against noncognate tRNAs and
decreases translational fidelity.4–8 Unfortunately, aminogly-
cosides suffer from moderate affinity and inadequate speci-
ficity and are toxic to mammalian ear and kidney cells.
Moreover, bacterial resistance limits their effectivenes in
medical therapy. Therefore, there is a widely recognized need
to understand their binding mechanism in order to improve
their selectivity and efficiency.

Aminoglycosides are sugar derivatives with various num-
bers of amine and hydroxyl groups. Antibiotics considered
in this work, i.e., neamine, ribostamycin, paromomycin, and
neomycin (see Figure 1), belong to the 4,5-disubstituted
2-deoxystreptamine neomycin class. They consist of a
2-deoxystreptamine ring with amine sugar ring substitutions
at positions 4 and 5. Position 5 is the attachment point
for auxiliary rings. Aminoglycosides are all positively
charged at physiological pH due to the number of their amine
groups9 and, therefore, possess high affinity for the negatively
charged RNA. The nature of the RNA-aminoglycoside
interactions was found to be predominantly electrostatic.10–12

It was found that aminoglycosides bind to the A-site-
containing RNA oligonucleotides in a manner similar to that
of the full ribosome.13–16 In recent years, crystal structures
of several aminoglycosides bound to the A-site RNA
constructs became available.17–19 Crystal structures of ami-
noglycosides bound to the entire 30S ribosomal subunit were
solved as well.20–22 Because the structures of aminoglyco-
sides complexed with the A-site RNA motifs reproduce the
way of binding to the 30S subunit, they provide good models
to study aminoglycosidic recognition which was also con-
firmed by fluorescence experiments.23,24

Detailed knowledge of how aminoglycosides interact with
their binding sites on the ribosome may help in understanding
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why antibiotics block certain stages of translation. Previous
studies, both experimental12,25–30 and theoretical10–12,31

considered both structural properties of antibiotic/RNA
complexes and thermodynamics of binding. For aminogly-
cosides’ inhibitory role, it is not only important how strong
are the bound complexes but how fast they can be formed.
Therefore, in our work, we focus on the first stages of the
binding process, namely the diffusion toward the RNA and
association to form the encounter complex. We inspect how
electrostatics influences these processes. There is no available
experimental data which considers this problem in case of
aminoglycosidic antibiotics and RNA, neither such studies
have been conducted so far with theoretical methods.

To study the kinetics of association of aminoglycosides
with the RNA, we apply Brownian dynamics (BD) meth-
odology, which is a powerful technique to simulate the
diffusional motion between interacting solutes.32–34 BD is
commonly used to provide theoretical estimates of the
association rates of diffusion controlled reactions. This
method was proven to be particularly useful for studying
protein–ligand,35,36 protein–protein,37,38 and DNA-ligand
interactions.39 The interacting molecules move in a con-
tinuum solvent that exerts stochastic forces which lead to
random collisions and induce a Brownian motion. BD
trajectories are generated by solving the Ermak-McCammon
equation32 in a series of time steps to reach microsecond
time scales with interparticle electrostatic interactions de-
scribed with the Poisson–Boltzmann model.40,41 On the basis
of the number of association events, the probability of
encounter and the rate of association are estimated.42,43

From the BD simulations, we determine the association
rates of aminoglycosides to the A-site RNA and investigate
their diffusion toward the binding site together with the
influence of mobile counterions. On the basis of the reactive
trajectories, we analyze the mechanism of the encounter
complex formation with the RNA and its dependence on the
net charge, chemical composition, and hydrodynamic proper-

ties of antibiotics. The simulations enabled us to describe
the interactions governing the diffusion and binding of
antibiotics to the ribosomal A-site.

Methods

Simulation of Diffusional Motion with Brownian
Dynamics. The theory of Brownian motion can be applied
to particles immersed in solvent provided that their mass and
size are larger than the mass and size of the solvent
molecules. Such particles undergo a continuous irregular
Brownian motion due to collisions with solvent molecules
and their displacement ∆rb in time ∆t is given by44,45

〈∆rb2 〉 ) 6D∆t (1)

where D is the translational diffusion coefficient of the
particle (for nonspherical particles D has a meaning of an
average diffusion coefficient) and

D)
kBT

6πηa
(2)

where kB is the Boltzmann constant, T is absolute temper-
ature, η is solvent viscosity, and a is the hydrodynamic radius
of the particle. The dynamics of diffusional motion is
described by the Langevin equation. One possible way of
solving this equation is a propagation scheme presented by
Ermak and McCammon.32 The motion of a ligand, composed
of spherically symmetric subunits, diffusing to a fixed
receptor and subjected to both intersubunit and external
forces can be derived from the following equation

ri
n+1 ) ri

n +∑
j

∆t
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where indices i and j run over the particle coordinates (1 e
i,j e 3N), ri is the position vector component, Fi is the sum
of intersubunit and external forces acting in direction i,
integer n represents discrete times t ) n∆t at intervals (time
steps) ∆t, Dij is the diffusion tensor which is configuration
dependent, and Ri(∆t) is a random displacement whose
average value is zero and 〈Ri(∆t)Rj(∆t)〉 ) 2Dij

n∆t. Typically
a relative motion of a ligand to a fixed receptor is simulated
and the hydrodynamic interactions between them are ne-
glected. Therefore, the diffusion coefficient of the receptor
is summed into diagonal parts of the diffusion tensor.

Modeling of Forces. Because for a number of biomol-
ecules, the electrostatic steering is the main force driving
the encounter, it is important to have an accurate description
of interparticle electrostatic interactions. In a BD simulation,
intermolecular forces, Fi, are given as a sum of exclusion
and electrostatic terms.46 Other interactions, such as hydrogen
bonding and van der Waals forces are neglected as they are
too computationally demanding with regard to microsecond
time scales achieved by this method.

Treatment of electrostatic interactions is based on the
Poisson–Boltzmann model.40,41 A molecule, immersed in a
continuum solvent characterized with a high dielectric
constant of ε ∼ 80, is represented as a set of beads with
centrally assigned partial charges and with ε typically in the
range 2–12.47–50 Effects arising from dielectric heterogeneity

Figure 1. Studied aminoglycosides. (neamine) rings I and II
(inside the contour) with R1 ) NH3

+; (ribostamycin) rings I-III
with R1 ) NH3

+; (neomycin) rings I-IV with R1 ) NH3
+;

(paromomycin) rings I-IV with R1 ) OH.
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and ionic strength are also included. Electrostatic properties
of such system can be derived from the nonlinear Poisson–
Boltzmann equation40,41

∇ ε(rb) ∇ ψ(rb)+ 4π[F(rb)+∑
i

ezici
be-

zieψ(rb)

kBT ] ) 0 (4)

where ε(rb) is a function of the position, (rb) is the electrostatic
potential, and F(rb) is the fixed molecular charge density. The
sum represents the mean concentration of zi-valent ions given
by the Boltzmann distribution where ci

b is the ion concentra-
tion in the bulk and e is the proton charge. For biomolecules
of arbitrary shape, eq 4 needs to be solved numerically, e.g.
with the finite-difference method46,51,52 which gives as an
output the electrostatic potential of a molecule on a 3D grid.
In BD, a ligand moves in the potential generated by a
receptor obtained from the solution of the Poisson–Boltz-
mann equation. Intermolecular forces are computed consider-
ing the ligand as a set of point charges immersed in the
continuum solvent.53

Estimation of Association Rates. To compute bimolecular
association rate constant, a solution of the diffusion equation
is required and it can only be provided for systems with
simple geometry. However, BD simulations allow one to
estimate association rates and include the effects of molecular
shape, charge distribution, internal motion, and hydrody-
namic interactions. The association rate k computed based
on a BD simulation is given by43

k) kD(b)�∞ (5)

where kD(b) is the steady state rate constant for two particles
separated with the distance b (see Figure 2) and �∞ is the
probability that having reached that distance particles will
form an encounter complex. The value of kD(b) can be
computed analytically,42,54 but �∞ must be estimated based
on the BD simulation in which a large number of trajectories
is generated.43

Preparation of systems for Brownian Dynamics Simu-
lations. The coordinates of an oligonucleotide A-site duplex
complexed with two paromomycin molecules (Figure 3) were
taken from the Protein Data Bank (entry code 1J7T17). For
computations of electrostatic potential and generation of BD
trajectories, based on this structure, three variants of the
oligonucleotide A-site model were derived: a structure of
the bare A-site duplex (total charge of -40 e), of the A-site
duplex with one bound paromomycin (total charge of -35
e), and of the bare A-site but with six explicitly modeled
Mg2+ ions (total charge of -28 e). The magnesium ions
were not present in the original crystal structure of the A-site
RNA, and their initial positions near the oligonucleotide
surface (Figure 3) were obtained based on the coordinates
of the Thermus thermophilus 30S subunit complexed with
paromomycin (PDB entry code 1FJG7,22). Such an approach
seemed reasonable because the root-mean-square deviation
between the single A-site fragment of the studied duplex and
the corresponding fragment of the 30S subunit with regard
to backbone phosphate groups is 1.18 Å; therefore, the
conformation of the RNA fragments containing the A-site
is very similar in both structures. We decided to perform
test simulations with explicit Mg2+ ions because the RNA

is known to bind both monovalent and divalent ions which
neutralize the backbone phosphate charges and are required
for proper folding. Moreover, Mg2+ ions are thought to be
required for the formation of specific tertiary contacts.55–57

Also, aminoglycosides are believed to displace ions from
their RNA binding site upon complexation.11,58 We aimed
to test whether the presence of positive divalent ions in the
proximity of aminoglycosidic binding site can influence the
kinetics of binding to the RNA. We performed two kinds of
simulations involving Mg2+ ions, either fixing their positions
near the RNA surface or allowing them to diffuse freely in
the solution.

Partial charges and radii were assigned according to Amber
force field parameters;59 hydrogens were added to heavy
atoms, and their positions were energy-minimized with the
SANDER module of the AMBER 8 package using 10 000
steps of the steepest descent algorithm. Structures of neamine,
ribostamycin, and neomycin were constructed based on the
coordinates of the A-site RNA complexed with two paro-
momycins by simple removal or replacement of atoms with
the Insight II 2000 software.60 Partial charges for antibiotics
were computed with the bcc option of the ANTECHAMBER
application.61 The aminoglycosides were determined to be
fully protonated upon binding to RNA,62 and accordingly,

Figure 2. Schematic diagram illustrating the BD method.
Antibiotic (depicted with blue beads) moves through the
electric field generated by the RNA (shown as van der Waals
spheres). Lines of the electrostatic field are shown in red.
Simulations are performed in coordinates defined relative to
the position of the central oligonucleotide. At the beginning
of a trajectory, the ligand is placed with a randomly chosen
orientation at a randomly chosen point on the surface of the
sphere with radius b. A BD trajectory is then generated. During
a BD simulation, the ligand either diffuses outside a sphere
of radius q and the trajectory is truncated or satisfies the
predefined reaction criteria and the formation of an encounter
complex takes place. The b radius is chosen such that outside
this sphere forces acting on the ligand are centrosymmetric.
The ratio of the number of reactive trajectories to the total
number of trajectories allows one to compute the association
rate constant.
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neamine and ribostamycin were assigned a total net charge
of +4 e, paromomycin of +5 e, and neomycin that of +6e
(Figure 1).

For the BD simulation, hydrodynamic parameters (such
as translational diffusion coefficients and Stokes translational
radii) are required. One also needs to construct hydrodynamic
models of ligands, i.e., the representation of each ligand as
a set of beads with hydrodynamic properties corresponding
to its all-atom structure (see Figure 4). Because there is no
experimental data regarding diffusion of those molecules,
to compute the hydrodynamic properties of all antibiotics,
we used the HYDROPRO software of de la Torre.63,64 To
validate our results, we parametrized the used software based
on the ATP molecule for which experimental results are
known.65 We represented each antibiotic with a different
number of beads corresponding to the number of its
pseudosugar rings (Figure 4). Beads were centered on the
geometric centers of rings and were assigned a total charge
according to the number of amine groups connected to the
given ring. Hydrodynamic radii of beads were chosen such
that the resulting bead models reproduced the values of
diffusional coefficients of antibiotics modeled with the all-
atom representation (Table 1). To construct appropriate bead
models, in-house software developed by one of us was
used.66 Magnesium ions were represented as spheres with a
central +2 e charge and a size sufficient to enclose a fully
solvated ion, i.e. an ion surrounded by six water molecules
(Table 1). Translational diffusion coefficient and hydrody-
namic radius of the oligonucleotide fragment required for
BD simulations were also determined with the HYDROPRO
software.

Electrostatic Calculations. All electrostatic calculations
were carried out with the University of Houston Brownian

Dynamics (UHBD) package.53 The electrostatic potential and
forces were calculated by solving the nonlinear Poisson–
Boltzmann equation. Cubic 3D grids centered on the RNA
with dimensions of 365 × 365 × 365 and 1.0 and 0.5 Å
spacings (focusing feature of the UHBD program) were used.
For the largest grid, the multiple Debye–Hückel boundary
conditions were applied.53 The ionic strength of the solvent
was varied from 50 to 300 mM in equal steps of 50 mM at

Figure 3. Overall view of paromomycin/A-site oligonucleotide complex. (left) Secondary structure of the crystallized RNA duplex
(two similar A-site models). A1492 and A1493 are labeled according to E. coli numbering. Base pairs are represented with ) and -
(corresponding to three or two hydrogen bonds, respectively) for Watson–Crick pairs or o for non-Watson–Crick pairs. Red denotes
nucleotides in direct contact with paromomycin. (middle) Three-dimensional structure of the RNA duplex (blue) with paromomycins
shown in yellow as van der Waals spheres and A1492 and A1493 denoted in magenta. (right) Positions of explicit Mg2+ ions (green
spheres) docked to the oligonucleotide A-site duplex based on their coordinates in the 30S ribosomal structure.

Figure 4. Atomic structures and bead models used in BD
simulations of antibiotics: (a) neamine, (b) ribostamycin, (c)
paromomycin, and (d) neomycin. Each antibiotic is repre-
sented as a set of beads which are centered on the appropri-
ate rings.
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a constant temperature of 293 K. The dielectric constant of
the RNA interior was set to 4 and, that of the solvent, to 78.
We also calculated the electrostatic potentials with lower (2)
and higher (12) ε values inside the RNA. Test BD simula-
tions with these ε were performed, but no significant
influence on the results was observed. The Richards probe-
accessible surface67 of the molecule was used for the
definition of the dielectric boundary; the value of 1.4 Å was
used for the solvent probe radius and an initial set of 280
surface dots per atom;68 the Stern ion exclusion layer was
defined with a 2 Å radius.

BD Simulations. BD simulations were performed with the
UHBD package.53 To compute the association rates, for each
antibiotic, a total number of 5000 trajectories at six values of
ionic strengths was simulated. All trajectories began with the
antibiotic and the RNA fragment at a center-to-center distance
of 90 Å (b-sphere). The radius of the q-sphere was set to 300
Å. The ligand model implemented in UHBD takes into account
internal flexibility of molecules as each bead is able to move,
interacting hydrodynamically and electrostatically with others.
To maintain the overall shape of the diffusing molecule,
holonomic constraints are applied (SHAKE algorithm53) which
ensure that a molecule rotates and translates as a whole
according to its diffusional properties. To maintain the lengths
of the pseudobonds connecting the beads, the SHAKE algorithm
was applied with a 0.2 Å tolerance. A variable time step was
used; the value of 0.1 ps in the region within 50 Å around the
RNA, 0.5 ps in the region within 50–75 Å, 1.0 ps within 75–120
Å, and 1.5 ps within 120–300 Å. Apart from the hydrodynamic
radii, each bead was assigned an exclusion radius of 2 Å in
order to account for the steric exclusion of the ligand by the
RNA fragment. This did not permit any of the antibiotic bead
(i.e., its center) to come closer than this radius to the van der
Waals surface of any RNA atom. The exclusion radius chosen
for each bead is smaller than its hydrodynamic radius in order
to account, at least partially, for the flexibility of the RNA
fragment; larger exclusion radii would prohibit closer contacts
between the antibiotic and RNA.

BD simulations including Mg2+ ions (either fixed or
mobile) and a mobile paromomycin were performed at 150
mM ionic strength. A constant time step of 0.1 ps was used
in this case. During simulations with mobile Mg2+ ions, all
BD trajectories were initiated with paromomycin placed
randomly on the b-sphere. The starting positions of Mg2+

were chosen as in Figure 3. In each case, 5000 BD
trajectories were simulated. In both cases, interactions
between the antibiotic and ions are taken into account;

however, they are treated differently. Fixed ions are treated
as subunits of the receptor because their presence influences
the shape and electrostatic potential around the RNA
fragment and therefore the movement of the antibiotic. When
Mg2+ ions and the paromomycin diffuse in the potential of
the bare RNA fragment, their mutual influence is modeled
with Coulombic and excluded volume interactions.

Reaction Criteria. As a measure of a successful formation
of the encounter complex, for each antibiotic, we defined
three reaction criteria (distances between the centers of beads
mimicking aminoglycosidic rings and RNA atoms, see Figure
5). These criteria were chosen based on intermolecular
distances observed in the crystal structure of the paromo-
mycin/RNA complex. We assumed that the formation of the
complex occurred when all of the observed distances differed
from those of the crystal structure by less than 5 Å. Such a
definition is rather tight, but we aimed to avoid ambiguities
arising from the cylindrical shape of the RNA, as well as
those trajectories which finished successfully but with the
ligand bound on the other side of the A-site. Because the
structure of the oligonucleotide is a fully symmetric duplex
containing two antibiotic binding sites (Figure 3), during BD
simulations the reaction criteria were checked for both sites.

Results

Diffusion of Antibiotics near the Surface of the RNA.
Computing of reaction rates based on BD simulations
requires gathering a large number of trajectories. According
to the theory described in the Methods section, these
trajectories can terminate either as successful ones, i.e.,
satisfying the reaction criteria, or as nonreactive, in the case
when the ligand escapes beyond the q-sphere. The probability
of the reaction is determined based on the ratio of successful
and the total number of trajectories.43 However, BD trajec-
tories are of finite length because in the calculations their
duration is restricted by a predefined maximal time and
maximal number of steps. Hence, it is possible that after
exceeding of a predefined allowed number of steps, the
trajectory terminates and the diffusing molecule remains
inside the q-sphere but without satisfying the reaction criteria.
This can pose a problem if one deals with a molecular system
consisting of strongly interacting species. In the presented
case, where the backbone phosphate groups of the RNA are
a source of highly negative potential attracting positively
charged antibiotics, the number of such trajectories turned
out to be statistically important.

We observed three cases which led to termination of
trajectories with the ligand remaining inside the q-sphere.
One group included those where the antibiotic visited both
binding pockets, i.e., two reactive events were recorded, in
between which the ligand moved through a groove that
connects the binding sites. The second group consisted of
trajectories during which the ligand got trapped in one of
the binding pockets and did not leave until the maximal
number of allowed steps (107) was reached; in that case,
only one reaction event was recorded. The third group
included trajectories in which no reaction events were
observed because the ligand was trapped at the molecular

Table 1. Parameters Used in Brownian Dynamics
Simulationsa

molecule Dtr (cm/s) Nb RHB [Å] Q

neamine 4.15 × 10-6 2 4.30 2.0, 2.0
ribostamycin 3.78 × 10-6 3 4.70 2.0, 2.0, 0.0
paromomycin 3.21 × 10-6 4 4.40 2.0, 2.0, 0.0, 1.0
neomycin 3.18 × 10-6 4 4.50 2.0, 2.0, 0.0, 2.0
Mg2+ 5.71 × 10-6 1 3.75 2.0
A-site duplex 1.02 × 10-6

a The following parameters are shown: translational diffusion
coefficients (Dtr), number of beads modeling ligands (Nb),
hydrodynamic radii (RHB) of beads, and charge assigned to each
bead Q.
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surface of the RNA and was not able to get to the binding
site in the finite trajectory time. The latter cases were not
observed for the smallest antibiotic i.e., neamine. The largest
number of events ending with the ligand trapped on the RNA
surface was observed for ribostamycin and was of the order
of 10% of the total number of generated trajectories. For
paromomycin and neomycin, which are the biggest and most
highly charged from the studied set, the number of such
trajectories was not statistically significant.

Taking into account the overall shape of molecules, their
size, the total charge, and diffusion coefficients, the observed
trappings of ligands inside the RNA groove can be explained
as a result of not only purely electrostatic origin but also of
steric interactions. The smallest neamine modeled with only
two beads diffused most efficiently through the RNA groove.
For ribostamycin, of similar to neamine total charge (+4 e)
but composed of three beads, diffusion was less efficient and
the strongest capture was observed. For paromomycin (+5
e) and neomycin (+6 e) composed of four beads, trapping
inside the RNA groove was also observed but their diffusion
near the RNA surface was more efficient than that of
ribostamycin. Because we were interested not only in the
mechanism of encounter but also in the association rate
constants, to avoid any “truncated” trajectories due to the
time or steps limit, we enlarged the maximal number of steps
for generating BD trajectories hard-coded in the UHBD
program.

For trajectories during which a ligand visited both A-sites,
we determined the time it takes for the antibiotic to move
between both binding sites. For neamine, the smallest one
from the set, we present the times of its residence near the
surface of the RNA fragment. Figure 6 shows the distribution
of time intervals between subsequent binding events of

neamine to the RNA A-sites and distribution of time intervals
between the beginning of the BD trajectory and the first act
of binding. The latter distribution is shown only for
comparisonsthose intervals depend on the radius of the
b-sphere, thus, the fact that both shown distributions have
similar width and maxima is a coincidence and has no
physical meaning. The average time needed to diffuse
between the binding pockets is in case of neamine of the
order of 100 ns which leads to an average of 10 ns per base
pair.

Figure 5. Exemplary reaction criteria used in BD simulations of paromomycin. The distances between the centers of three
beads of the antibiotic (shown in yellow), oxygen (residue U39), and phosphorus (residue U4 and A37) atoms (shown in blue)
were monitored. RNA chains are shown with ribbons.

Figure 6. (black line) Distribution of time intervals between
subsequent antibiotic binding events in the two A-sites, i.e,
ligand diffusion time from one A-site to another. (cyan polygon)
Distribution of time intervals between the beginning of the BD
trajectory (molecule positioned on the b-sphere) and the first
binding event.
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The behavior of ligands observed in BD trajectories
suggests that binding of antibiotics to the A-site can be
accomplished in two ways: the ligand either finds the binding
site directly or, due to the highly negative potential of the
RNA fragment, associates to any place on the oligonucleotide
surface and then slides along the groove between backbone
phosphate groups, in a manner of one-dimensional diffusion,
until it finds the binding pocket (see Supporting Information).
Such a model of association kinetics and its applications to
a regulatory protein which finds its specific site on the DNA
chain were previously described.69,70 However, in our case,
to properly test this hypothesis, BD simulations with a longer
fragment of the RNA oligonucleotide are required.

Rates of Association and Their Dependence on Ionic
Strength. Rates of association and their dependence on ionic
strength for the studied antibiotics are shown in Table 2 and
Figure 7. All rate constants are of the same magnitude at all
ionic strengths. Slower association (especially at ionic
strengths above 50 mM) is observed for paromomycin.
Paromomycin can be compared to neomycin because their
size and overall shape are similar what results in similar
diffusion coefficients (Table 1). However, neomycin associ-
ates slightly faster due to its higher net charge (+6 versus
+5 e for paromomycin) and stronger interaction with the
RNA.

Association rates for other ligand-protein and protein–
protein systems have been measured in the range of 103-109

1/M · s where in the upper limit association is enhanced by
strong electrostatic interactions.71 For example, experimen-
tally determined rate constants for positively charged ligands
binding to acetylocholinesterase range up to 4 × 109 1/M · s.72

Therefore, our calculated rates seem reasonable even though,
due to lack of experimental values, we do not focus our study
on their absolute values but on relative ones and comparisons
among various aminoglycosides.

For studied antibiotics, the decrease in computed associa-
tion rates upon change of ionic strength from 50 to 300 mM
is about 30%. This is a rather weak dependence in compari-
son with a 10-fold decrease observed experimentally for
protein–protein association.73–77 Such weak dependence on
ionic strength observed in our case results from the fact that
a significant positive antibiotic net charge is accumulated
and distributed in a rather small volume and all partial
charges assigned to beads are positive. Proteins, on the other
hand, are characterized by nonuniform charge distributions
and often a dipolar character, hence provide stronger
shielding of protein–protein electrostatic interactions by the

solvated ionic charges and stronger dependence of protein–
protein association on the ionic strength of the solution.

Because the studied RNA fragment possesses two anti-
biotic binding sites, we checked if occupying one of the
A-sites influences the mechanism and rate of encounter of
the other antibiotic. Therefore, for paromomycin, we also
computed its rate of association with the RNA while one
binding pocket was already occupied by another paromo-
mycin. The second paromomycin diffused in the electrostatic
potential generated by the RNA complexed with all-atom
model of the other bound paromomycin. From the simula-
tions conducted at ionic strength of 150 mM, we obtained
the rate constant equal to 1.16 × 1010 ( 3.42 × 108 1/M · s.
This number is nearly two times smaller than 2.43 × 1010

( 4.82 × 108 1/M · s presented in Table 2 for a naked
oligonucleotide. This suggests that binding of one antibiotic
does not influence the association rate constant of another
one, and there is no cooperativity in subsequent acts of
binding of antibiotics to the oligonucleotide. Such a lack of
cooperativity was also seen in the relative binding free energy
calculations conducted in our earlier studies.12

To explain this result, we visualized and compared 1000
successful trajectories of paromomycin diffusing in the
potential generated by the naked RNA fragment and of
paromomycin diffusing in the potential generated by the
RNA fragment with one of the A-sites permanently oc-
cupied by another paromomycin; potentials were generated
at ionic strength of 150 mM. On the basis of those
trajectories, we prepared density maps representing the
preferred positions of the antibiotic near the RNA surface.
These maps are presented in Figure 8. As expected, in case
of the bare RNA, the shape of the constant density surface
is identical near both A-sites, showing that negatively
charged backbone phosphate groups attract positively charged
ligand and strongly influence its diffusion. In the second
case, placing the paromomycin in one of the binding
pockets modifies the shape of the density map moving it
away from the RNA surface close to the part already
occupied by the bound paromomycin. However, the pres-
ence of one positively charged aminoglycoside in the
binding site does not introduce substantial changes in the
electrostatic potential generated by the RNA fragment
which would be sufficient to expel another antibiotic from
this region. Therefore, the diffusing molecule can be still
initially directed toward the already occupied region. Previ-
ously published experimental work78 revealed by means of
crystallography that binding of two aminoglycosides to
one A-site of an RNA duplex is possible (with the second
antibiotic molecule bound in various ways in the RNA
groove at the edge of the A-site). Our results along with
the above-described effect of trapping of antibiotics inside
the RNA groove seem to be in agreement with this
observation.

Role of Magnesium Ions. Figure 9 shows density maps
representing the preferred positions of magnesium ions and
antibiotics near the surface of the oligonucleotide. Maps were
constructued based on BD trajectories of paromomycin and
six Mg2+ ions diffusing simultaneously in the electrostatic
potential generated by the empty RNA fragment. Figure 9

Table 2. Association Rate Constants and Their
Dependence on Ionic Strength Derived from BD
Simulations

Rate 1010 ( Error 108 1/M ·s

I [mM] neamine ribostamycin paromomycin neomycin

50.0 3.42 ( 5.61 3.36 ( 4.65 3.33 ( 4.78 3.43 ( 4.58
100.0 2.89 ( 5.74 2.96 ( 4.77 2.73 ( 4.81 2.90 ( 4.75
150.0 2.59 ( 5.60 2.63 ( 4.84 2.43 ( 4.82 2.61 ( 4.80
200.0 2.41 ( 5.57 2.45 ( 4.73 2.27 ( 4.80 2.46 ( 4.80
250.0 2.33 ( 5.53 2.30 ( 4.72 2.20 ( 4.79 2.29 ( 4.79
300.0 2.25 ( 5.52 2.17 ( 4.69 2.18 ( 4.77 2.26 ( 4.79
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indicates that ions and antibiotics favor the same regions of
space, i.e. both A-sites and the major groove of the RNA.
Together with Coulombic interactions between positively
charged antibiotics and positively charged Mg2+ ions this
leads to competition of both species upon binding.

Figure 10 presents the dependence of paromomycin
association rates on the reaction criteria for three types of
simulations: without Mg2+ ions, with fixed positions of Mg2+

ions, and with mobile Mg2+ ions. When magnesium ions
are not present, no dependence of association rates on the
used reaction criteria is observed. A similar result is obtained
when the positions of Mg2+ ions are fixed during simulations
but the computed association rate constant is lower (1.80 ×
1010 1/M · s) than the one obtained from the simulation
without ions (2.43 × 1010 1/M · s). Decrease in association
probability is caused by a lower total charge of the RNA
fragment (-28 e with Mg2+ vs -40 e without Mg2+) and
less attractive electrostatic potential influencing the move-
ment of antibiotic.

A different scheme is observed when magnesium ions
are allowed to diffuse freely in solution. Association rate
constants obtained for larger distances (less strict reaction
criteria) are lower (2.13-2.25 1010 1/M · s) than the ones
computed based on the simulations without ions but higher
than those computed with fixed positions of ions. This is
a result of electrostatic repulsion between ions and the
antibiotic which are competing for the position inside the
same A-site. When shorter reaction distances are taken
into account there is an abrupt change in the computed
rates which decrease to 6.90 × 109 1/M · s. This arises
from both an excluded volume effect (when the Mg2+ ions
are bound inside the A-site there is not enough space to
accommodate the antibiotic) and electrostatic repulsion

between the antibiotic and ions (as the antibiotic needs
to expel ions from the binding site in order to satisfy
reaction criteria; see Supporting Information).

We observe that magnesium ions are able to diffuse away
from the oligonucleotide. From the total of 6 Mg2+ initially
positioned near the oligonucleotide, the maximal number of
Mg2+ ions present near the RNA surface and competing with
antibiotic was 4. Electrostatic interactions between ions and
RNA are not strong enough to prevent ions’ escape. However,
one should bear in mind that forces between ions and RNA as
implemented within the BD method lack the terms describing
specific short-range interactions and during our simulations
mobility of magnesium ions is probably overestimated.

Conclusions

We investigated the mechanism and kinetics of association
of four aminoglycosides to the ribosomal A-site model using
Brownian dynamics method. For the studied antibiotics, we
established the order of association rates with the RNA
fragment and calculated how these rates depend on ionic
strength. The mechanism of one-dimensional diffusion of
antibiotics near the RNA surface was also analyzed.

Association of antibiotics studied in this work is strongly
electrostatically driven which results in large values of the
computed association rates which are of the order of 1010

1/M · s. Comparable rates are observed for neamine, which
is composed of two pseudosugar rings and bears a total
charge of +4 e, ribostamycin, which carries an equal total
charge and whose structure differs from that of neamine by
an additional ring, and composed of four rings neomycin
(+6 e). Smaller rates are obtained for paromomycin,
composed of four rings and possessing a similar diffusion

Figure 7. Ionic strength dependence of the association rates computed from BD simulations. Error values are estimated at the
90% confidence level.
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coefficient to neomycin, but bearing a total charge lower than
that of neomycin (+5 e). For all antibiotics, a weak
dependence of rates on the ionic strength is observed.

The applied BD methodology is not free of limitations
and some of them were addressed in this study. First of all,
the oligonucleotide and encounter complexes are represented
with a single conformation. Also, the internal mobility of
ligands is not explicitly taken into account. However, we
chose the RNA configuration with two adenines flipped out
of the binding bulge and “ready” for the incoming antibiotic
to avoid steric restrictions for binding in the A-site. Treating
flexibility of associating molecules explicitly would allow
the description of the formation of the encounter complex
in a more realistic way but may not necessarily influence
the rates of association. Antibiotics are represented as sets
of beads with partial charges assigned to their geometric
centerssthis is a simplified model which is not able to
reproduce the effects arising from the distribution of partial
charges and their possible influence on the observed kinetics
of binding. We, however, distribute the net charge of each
bead in a way which mimics the charge distribution of each

aminoglycosidic ring. Effects of charge desolvation and their
influence on the computed rates are also not taken into
account in our simulations; these effects were studied for
the case of protein–protein association with the application
of effective charges model.79,80 However, validity of this
model is questionable in the case of nonlinear Poisson–Bolt-

Figure 8. BD derived density maps of paromomycin mol-
ecules around the RNA fragment. (green) Constant density
surface generated when both binding pockets were empty.
(yellow) Constant density surface when one binding pocket
(lower half of the picture) was permanently occupied by the
second antibiotic. Surfaces are constructed from points
describing the positions of the geometric center of the ligand.

Figure 9. Density map representing the preferred positions
of Mg2+ ions and paromomycin near the RNA fragment
constructed based on BD simulations with mobile Mg2+ ions.
(green) Positions of Mg2+ ions (for comparison, initial postions
of ions are shown as spheres). (red) Positions of antibiotic.

Figure 10. Dependence of association rate constant on the
definition of the reaction distance based on the simulation of
paromomycin at 150 mM ionic strength and with different
treatment of Mg2+ ions.

Antibiotics and the Ribosomal A-Site J. Chem. Theory Comput., Vol. 4, No. 4, 2008 557



zmann equation and it should be carefully examined before
application to highly charged systems, such as the studied
RNA fragment. On the other hand, a proper model to be
used to generate the electrostatic potential in case of highly
charged RNA should be the nonlinear Poisson–Boltzmann
equation. Charge desolvation for RNA/DNA systems is an
interesting problem itself, but it was out of the scope of the
present study. We were mostly interested in the relative order
of association rates and the mechanism of association itself;
therefore, we believe that despite the limitations the applied
model serves well for this purpose and was able to give
estimates of the association rates and explain the mechanism
of aminoglycoside diffusion toward the RNA together with
a possible role of Mg2+ ions.

The kinetics of the RNA oligonucleotide/antibiotic com-
plex formation has not been studied previously neither with
experimental nor computational methods and we were not
able to validate or compare our results with those obtained
with another method. However, we have shown the details
of the association mechanism, e.g. sliding of antibiotics along
the RNA, the role of cations upon association, which may
become helpful for designing or narrowing a group of
compounds targeting the bacterial ribosome.
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Abstract: An extension of superposition state molecular dynamics (SSMD) [Venkatnathan and
Voth J. Chem. Theory Comput. 2005, 1, 36] is presented with the goal to accelerate timescales
and enable the study of “long-time” phenomena for condensed phase systems. It does not require
any a priori knowledge about final and transition state configurations, or specific topologies.
The system is induced to explore new configurations by virtue of a fictitious (free-particle-like)
accelerating potential. The acceleration method can be applied to all degrees of freedom in the
system and can be applied to condensed phases and fluids.

I. Introduction

Molecular dynamics (MD) simulation models the time
evolution of a given atomistic-level system by integrating
Newton’s equations of motion.1–3 Extensions to MD employ
dynamics described by a Langevin equation4–6 or variations
of the previous differential equations with additional param-
eters (e.g., friction coefficients) or degrees of freedom (e.g.,
Nosé-Hoover thermostats1,7–9). The integration of the
underlying equations of motion are limited in time; in fact,
most MD simulations are far too limited in duration to
examine many important biomolecular processes which can
occur on timescales longer than tens of nanoseconds. For
example, lateral diffusion in lipid bilayers occurs on the
second scale,10 while protein folding occurs on the mil-
lisecond scale.11–15 On the other hand, relying on the rapid
growth in computer technology employing a “brute force”
MD approach is also not feasible as a speedup of 6 orders
of magnitude will be required in order to access the relevant
timescales.

In some complex systems, the multiple time- and length-
scales can lead to the so-called effect of “broken ergodicity”,
where mechanical observables (e.g., internal energy, pres-

sure) calculated via accumulated time averages differ (some-
times greatly) from the ensemble average (where all points
in phase space are considered). In other words, the timescale
used for the measurement is much shorter than the actual
relaxation time for the system. As a result, in this particular
case, the MD simulation performs a sum of subaverages of
isolated phase space subsets and misses some others. As an
example of an approach to overcome these issues, Andri-
cioaei and Straub16 have introduced new generalized Monte
Carlo (MC) and MD algorithms inspired by Tsallis statistics
(q-jumping) and later, “smart walking” MC.17 Other ap-
proaches include the multicanonical algorithm,18,19 where
extensive macrovariables are added, simulated tempering,20,21

and replica exchange (REX),22–25 where intensive thermo-
dynamic state quantities (pressure, temperature, chemical
potentials, etc.) are varied. All the above methods have been
implemented both in MC and MD simulation algorithms. A
main limitation involves the number of replicas; these can
grow unmanageably large when many macrostates are
required for the simulation to satisfy ergodicity. Fenwick et
al.26 have combined MC replica methods with biased force-
field parameters in order to directly modulate the specific
molecular interaction responsible for the kinetic traps and,
in the same spirit, others27,28 have modified force-field* Corresponding author. E-mail: voth@chem.utah.edu.
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parameters (except those related to solvent-solvent interac-
tions) in an MD protocol.

Another approach for timescale acceleration is the parallel
replica method (PRD),29–31 where the system is replicated
in parallel and independent MD trajectories are generated
via different initial velocity distributions. Whenever a
successful trajectory is obtained, all processors are stopped.
This state is then replicated over all processors, and the whole
process is restarted. A further implementation of this method
is the parallel sequential synchronization (PSS)32 which
shows how PRD is easy to combine with other techniques.

To accelerate timescales and enable the study of “long-
time” phenomena within the MD framework, one can
perform simulations at higher temperatures. Voter33 has
developed, and later improved,29 a method called temperature
accelerated dynamics (TAD) which raises the temperature
and corrects for this bias by filtering out transitions that would
not occur at the original temperature. A completely different
approach for “rare events” dynamics (especially for passages
over high barriers) employs accelerating potentials.34–45 Here,
the potential energy surface is modified for a small set of
degrees of freedom and the original state is recovered on-
the-fly by means of non-Boltzmann weights. Conformational
flooding46 first selects a subconformational space and then
destabilizes the initial conformation and consequently lowers
the free energy barrier of structural transitions. Similarly,
the hyperdynamics method29,35,36 focuses on infrequent
transition events from one potential energy basin to another
and then constructs a bias potential such that the original
potential energy surface changes are done without affecting
the transition state regions where the rate is calculated using
the harmonic limit of transition state theory. Significant
boostshavebeenfoundforsurfacediffusiondynamics;29,34–36,42

however, for more complex systems, the construction of such
a bias potential is not trivial and may not solve the low barrier
problem when the system is trapped by a set of states
connected by low barriers. A simpler recipe is one offered
by Tully and co-workers,37,41 where the bias potential is
chosen so that the system evolves in a flat “puddle region”
instead of sinking into a local minimum. This method has
been applied to dihedral degrees of freedom in small peptide
dynamics37–39,41,47 and has been implemented in MC simula-
tion with a bias in momentum space.37,48,49 Recent work has
employed a “boost potential” to modify the original potentials
that govern the system.44,50–52 The scheme raises the wells
depths in a continuous manner and has been successfully
applied, for example, to alanine dipeptide in an explicit
solvent. In conjunction with a quasiharmonic analysis, this
approach has been used to calculate the entropy for an eight
residue peptide in explicit water.44

A different solution to the direct kinetic dynamics of rare
events is transition path sampling.53–55 In this method
reactants and products are known a priori, and path en-
sembles between these states are generated by constructing
a random walk in path space with a MC algorithm.

In solid-state simulations, a popular choice to accelerate
MD is feature activated molecular dynamics (FAMD),56

which creates localized regions around a defect atom or
cluster (active region) sites. A full MD simulation is

subsequently performed while the rest of the solid lattice is
kept static. This is done by the use of a thermal activity
function, which decays to zero in a sigmoid fashion once
out of the active region.

Although the above accelerating potential procedures
partially removes the problem of broken ergodicity and
accelerates the crossing of barriers, it is not suitable for
calculating equilibrium thermodynamic properties as it
undersamples low-energy states. Self-guided molecular
dynamics approaches57–61 can avoid this problem and can
be implemented without any a priori knowledge of the
system; rather they are based on the cumulative history of a
system’s trajectory. In particular, when this idea is combined
with replica exchange,61 the copies are self-regulating and
compete during the simulation to overcome to any under-
sampled region. Along the same line of an adaptive
algorithm, Laio and Parrinello62–65 introduced the so-called
“metadynamics” method in which a history-dependent
potential, given as the sum of Gaussians centered on the
trajectory in a reduced “collective variable” space, fills the
free energy surfaces minima and drives the systems to
explore new wells.

In condensed phases, the complexity of the system is such
that it is not possible to isolate a priori a subset of degrees
of freedom responsible for the long-time properties. For
example, a simple picture of a double well coupled to a bath
with a starting and ending configuration is, most of the time,
an inadequate description of the system. Consequently, a
state-to-state transition model with a transition state config-
uration, which follows a first order kinetic picture, is often
out of the question. An example problem that enters into
this category is the bilateral diffusion of phospholipids in
membranes; the possible configurations are so numerous that
trying to isolate any subsets of degrees of freedom will
mostly turn out to be impossible, if not counterproductive.
In fact, the transition state that separates two multidimen-
sional basins in a double well picture is misleading for such
systems since no specific event and reaction subset of
coordinates can be identified. To deal with these issues, a
more generalized version of enhancing sampling must be
adopted, which is not restricted to first order kinetics. Instead,
the system should enchance its ergodic properties without
any specific instructions or a priori topological constraints,
and should be left to explore new configurations in an
unrestricted fashion.

In light of the above considerations, the goal of the present
work is to develop an approach within the MD framework
that can deal with all the degrees of freedom of complex
condensed phase systems, for example fluids, by not requir-
ing any a priori knowledge of the system (such as the final
state), and by guaranteeing a full recovery of the unbiased
potential statistics. The starting point of the present work is
the superposition state molecular dynamics (SSMD)
method.45 The main idea underlying SSMD is to create
fictitious potentials whose dynamics are accelerated with
respect to the original (physical) one. These potentials are
built up as a superposition of the upper and lower states with
respect the physical one and they are coupled in such a way
that the overall dynamics smoothly and continuously switch
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from one potential surface to another to achieve acceleration.
The coupling follows the superposition state rules of quantum
mechanics, and the construction of the fictitious potential
and the location of the coupling term are crucial aspects of
this approach.

In previous work,45 SSMD was developed and applied to
a one-dimensional rough potential energy landscape and it
was proven to enhance ergodic behavior. Here, it is extended
to a multidimensional potential energy landscape and is
applied to the case of an isotropic fluid. An isotropic fluid is
an example of the kind of complex system described
previously as all degrees of freedom equally contribute to
the ergodic behavior of the system.

The remaining sections of this paper are organized as
follows: section II reviews the sampling techniques utilized
in this work, while in section III the extension of superposi-
tion state molecular dynamics (SSMD) to condensed phase
simulations is introduced. In section IV, SSMD is imple-
mented for Coulombic interactions. Some closing comments
are then given in section VI.

II. Non-Boltzmann Sampling

The aim of this section is to review non-Boltzmann sampling
and later show its limitation to condensed phase simulations.
A system of N particles with phase space coordinates p )
(p1, . . ., pN) and r ) (r1, . . ., rN), where pi is the momenta
and ri is the position, of particle i is considered. The
canonical phase space probability density is given by

P(r, p)) e-�H(r,p)

Q
(1)

where

Q)∫∫ dr dp e-�H(p,r) (2)

is proportional to the canonical partition function. Here,

H(r, p))∑
i)1

N |pi|
2

2m
+V(r) (3)

is the classical Hamiltonian and � ) 1/kBT, where kB is
Boltzmann’s constant, T is the temperature, and V(r) is the
total potential energy function. In terms of just the coordinate
space, eq 1 can be expressed in the usual way

P(r)) e-�V(r)

∫ dr e-�V(r)
(4)

The physical meaning of the probability density P(r) is that
the canonical ensemble average of a position-dependent
observable O(r) is given by

〈O〉 )∫ dr P(r)O(r) (5)

An MD estimate of this integral is given when eq 5 is
replaced by the following sum:

〈O〉 = 1
NT

∑
k

Ok(r) (6)

where the k index stands for the MD averaging step, and NT

is the total number of averaging steps. If a different
“accelerated” MD potential V′(r) is used, then the observable
average in the original canonical ensemble can still be
obtained by rewriting eq 5 in the following way,

〈O〉 )
∫ dr e-�V(r)O(r)

∫ dr e-�V(r)
)
∫ dr e-�V ′(r)O(r)e-�(V(r)-V ′(r))

∫ dre-�V ′(r)e-�(V(r)-V ′(r))
)

〈O(r)e-�∆V(r)〉
〈e-�∆V(r)〉

(7)

or by the equivalent sum from the MD simulation as the
potential V′(r):

〈O〉 =
∑

k

Ok(r)e-�∆Vk(r)

∑
k

e-�∆Vk(r)
(8)

where ∆Vk(r) ) Vk(r) - Vk′(r) is the difference between the
original and the accelerated potential at the average step k
and the dynamics is carried out on the new potential V′(r).
This approach has been in used for many decades now, both
in MC and MD calculations. In essence, most of the methods
described in the Introduction can be reduced to this essential
idea. It has the significant advantage that all the terms, both
in the numerator and denominator, of eq 8, are reweighted
on-the-fly in the MD simulation.

Recall that the overall aim of the present work is to
develop an acceleration scheme that is capable of treating
condensed phase systems. As such, a first test employs a
benchmark system and consisted of a Lennard-Jones fluid
of N ) 1372 particles characterized by the pair-interaction
potential

V(rij)) 4ε[( σ
rij

)12
- ( σ

rij
)6] (9)

where rij ) |ri - rj| is the interparticle separation, σ is the
fundamental unit of distance, and ε is the fundamental unit
of energy. The fundamental unit of energy ε, can be
expressed as ε ) γεc, where γ is a dimensionless scaling
parameter and εc is a constant. The same is valid for the
fundamental unit of distance σ, i.e., σ ) γσσc. In all
simulations Nσc

3/L3 ) 0.8, the mass, m, is unity, and kBT/εc

) 0.8.
In a straightforward application of eq 8, an accelerated

dynamics can be directly employed by using a new potential
V′(r) with γ ) 0.5 and is shown by the dashed line in panel
a of Figure 1. All other parameters were kept constant. This
dynamics was performed for all degrees of freedom, and it
is equivalent to the dynamics of the original reduced potential
(γ ) 1) but at double the temperature. Simulations employed
500 000 time steps in the constant NVT ensemble.7,8 The
reduced time step was set to ∆tc ) 0.0025, which is related
to the unscaled time step by the relation ∆t ) √εc/mσc∆tc .
An examination of the radial distributions functions, as
shown in panel b of the same figure (with the same line
convention as in a), shows that the original radial distribution
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function (continuous line) is not recovered by rescaling on-
the-fly according to eq 8. In this and in subsequent instances,
any rescaled quantities found from a direct application of
eq 8 will be denoted as “re-weighted”. In fact, the reweighted
radial distribution function (dotted line) largely overestimates
the first peak of g(r). The dynamics was also examined,
where here the core radius was scaled to γσ ) 0.8 (dashed
line in panel c of Figure 1) and the reweighted radial
distribution function was obtained (dotted line in panel d of
the same figure). Here, the correct location of the first
shell–core is observed, but the magnitude is off and the
longer-ranged correlations are not accounted for correctly.
Since non-Boltzmann sampling is exact regardless of the
number of degrees of freedom, a much longer simulation
will fully recover the original radial distribution function,
but at the same time, any advantage due to the new
accelerating potential is lost. In fact, if the same simulation
of the dashed potential in panel a of Figure 1 is performed
at a much higher temperature (kBT/εc ) 4.0) and lower
density (Nσc

3/L3 ) 0.2) (i.e., a gas phase), the original radial
distribution function is recovered as shown in Figure 2 by
the dotted lines, even if it slightly misses the small second
solvation shell at rij ) 2.5σc.

The above results indicate that the sources of errors are
both topological and numerical in nature. They are topologi-
cal because the potential landscape is multidimensional, and
with a higher dimensionality, a larger number of sampling

events are necessary to yield converged statistics. They are
numerical because at high temperatures � is smaller, and
the errors made in the exponential sum and its propagation
in the exponentiation are accumulated.43 Instead, at lower
temperatures, a complex potential energy landscape may not
be recovered by the reweighting expression in eq 8 in
standard run lengths. This shows that an indiscriminate use
of non-Boltzmann sampling techniques is not fruitful, even
if these are in principle exact. This was also reported recently
by de Oliveira et al.51 for the case of a rigid water molecule
condensed phase model, where only the oxygen-oxygen
radial distribution function was considered. For this reason
in section III, a still exact but at the same time practical and
more efficient approach is presented.

III. Superposition State Molecular Dynamics
(SSMD) for Condensed Phase Simulations

In superposition states molecular dynamics (SSMD),45 an
accelerating potential V′(r) is obtained by a superposition
of “states”, which include the original (physical) one
characterized by the potential V(r), along with fictitious states
characterized by an additional potential, Vf(r). In the case
of a two-state combination with one fictitious and one real
potential, the effective SSMD potentials can be extended to
multidimensional systems by superimposing each pairwise
interaction at a time in the way described above. The
resulting effective potential is derived by (analytically)
diagonalizing a two-state matrix as

V ′ (rij))
V(rij)+Vf(rij)

2
( 1

2√4V12
2(rij)+ (V(rij)-Vf(rij))

2

(10)

where Vf(rij) is the fictitious (not physical and in this case)
pairwise potential, V12(rij) is the coupling, and V′(rij) can be
given both by the sum (the highest eigenenergy) or the
difference (the lowest eigenenergy) in eq 10. In this paper, the
lowest eigenenergy will always be used to perform the dynamics
and the fictitious and coupling potentials will be varied.

Figure 1. Potentials and radial distribution functions. (a)
Standard Lennard-Jones potential (γ ) 1) in the solid line and
for ε ) 0.5εc and σ ) σc in the dashed line. (b) Radial
distribution function at a reduced temperature equal to kBT/εc

) 0.8 and reduced density Nσc
3/L3 ) 0.8 after 500 000 time

steps for the standard Lennard-Jones potential in the solid
line, for the half-deep well in the dashed line, and the
reweighted one in a dotted line as an estimate of the standard
distribution function as obtained by eq 8. (c) Same as a but
with ε ) 1 and σ ) 0.8σc in the dashed line. (d) Same as b
where the dashed line is used for the corresponding potential
in panel c.

Figure 2. Same plot as panel b of Figure 1 but with the
simulation performed at a reduced temperature of kBT/εc )
4.0 and a reduced density Nσc

3/L3 ) 0.2.
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However, one also has the flexibility to use the upper eigenen-
ergy or to employ more fictitious states in an N-state SSMD
scheme.

As an example, the original LJ potential V(rij) was plotted
in panel a of Figure 3 with a continuous line, whereas the
fictitious potential (shown as the dot-dashed line) is given
by

Vf(rij)) ε(( σ
rij

)2
+ δ) (11)

where the arbitrary constant is δ ) 4, and with the dotted
line, the coupling potential is given by

V12(rij))V12(r0)e
-R(rij - r0)2

(12)

where V12(r0) ) ε, R ) (10/σ)2, and r0 is the pairwise length
where the switching between the real and the fictitious
potentials occurs. The resulting SSMD potential V′(rij) is
plotted in Figure 3 with a dashed line and it clearly follows
the original potential up to the beginning of the repulsive
wall. The corresponding radial distribution function (dashed
line), the reweighted (dotted line) and the exact one (continu-
ous line) are shown on panel b of Figure 3. It can be seen
how the original one is completely recovered on the repulsive
wall side, but it does not accurately describe the long-range
correlation part (rdf structure).

In light of this result, the avoided crossing between the
fictitious and the real potential located at r0 was pushed
deeper into the repulsive region than the value shown in
Figure 3. Then, in order to achieve an eventual acceleration

for the entire fluid (i.e., for all degrees of freedom) at the
same time, the fictitious potential was chosen to be a free
particlelike one as shown in panel a of Figure 4; in other
words, the interaction is such that if two particles come closer
than the critical distance r0, then their pairwise potential
gradually flattened to a constant, while other interactions with
the rest of the fluid remain unchanged. This choice exactly
recovers the original radial distribution function as shown
by the dotted line in panel b of Figure 4, and it was verified
to be independent of system size, total simulation time, and
choice of time step. When the distance between the particles
is r < r0, the accelerated fluid contains an additional amount
of kinetic energy as compared with the ordinary LJ fluid.
This amount is the difference between the potential cut off
and the original potential at r, and it is the origin of the
resulting acceleration. However, this kinetic surplus is
quickly redistributed between all degrees of freedom via the
thermostat, bath interactions, or particle collisions. For the
choice of potential shown in dashed line on panel a of Figure
4, an increase in the diffusion constant of the order of
25–30% was achieved.

A rough evaluation of the area under the radial distribution
function for r < r0 in Figure 4 gives the number of particles
in this region after being correctly normalized for spherical
symmetry. This number is never larger than 10% of the total
number of particles, and typical values for 〈e-�∆V〉 (the
denominator of eq 8) were never being observed to be smaller
than 0.98. Interestingly, the velocity autocorrelation function
(not reported here) reaches the asymptotic zero value plateau
in a smoother way and in half of the time with respect to
the original one, suggesting that the dynamics is more

Figure 3. SSMD potential and radial distribution function at
the same temperature and density as in Figure 1. (a) Standard
Lennard-Jones potential in the solid line; upper fictitious state
potential in the dashed-dot line; coupling potential in the dotted
line; and the resulting SSMD potential in the dashed line. (b)
Standard Lennard-Jones fluid radial distribution function in the
solid line; SSMD potential radial distribution function in the
dashed line; and the reweighted one in the dotted line. Note
that the reweighting is exact on the left side of the first
solvation shell peak.

Figure 4. Potential and radial distribution functions at the
same temperature and density as in Figure 1. (a) Original
Lennard-Jones potential in the solid line; the upper fictitious
SSMD state V′(rij) ) 5.75εc in the dashed-dot line; and the
resulting SSMD potential in the dashed line. (b) Original radial
distribution function in the solid line; SSMD potential
radial distribution function in the dashed line; and reweighted
radial distribution line in the dotted line. The reweighting fully
recovers the original distribution function.
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diffusive and less inertial. This is shown also in panel a of
Figure 7, where an example of the mean square displacement
is reported. The advantage of the present method is that the
key parameter involves varying the value of the fictitious
potential cutoff height. The disadvantages of this approach
are related to the fact that the particles will remain in the r
< r0 region if the potential cutoff is too low, which could
alter the radial distribution function and decrease the diffusion
constant.

IV. Implementation for Coulombic
Interactions

The next level of complexity explored in this work was to
include long-range electrostatics into the underlying model.
Point charges were added to the previously described
Lennard-Jones fluid such that the whole system was elec-
troneutral. The total potential acting on each pair of particles
was then given by the sum of a Coulombic and a Lennard-
Jones interaction. A standard switching function (which
modulates the transition from a given asymptotic value to
zero) was used for cutting off the long-range Coulomb
interaction. A direct application of eq 10 gives the attractive
(dashed) and repulsive (solid) SSMD potentials. The details
of these at the crossing region are shown in panel a of Figure
5. The dynamics for this resulted in pairs of particles

remaining bound within the r < r0 region. Oppositely
charged particles were strongly attracted to each other. Thus,
by switching off their charges once their distance is r < r0,
their pair interaction is the same as in the standard LJ fluid.
This last choice is represented by the dotted potential in the

Figure 5. Potential and radial distribution function of a charged
electroneutral Lennard-Jones fluid. (a) Gray vertical line indicat-
ing the cutoff radius and delimiting the accelerating region to
the left; SSMD potential for attractive and repulsive interac-
tions in the dashed and solid line, respectively; the same
potential as before but switching off the charge interactions
for rij < r0. Note the overlap between the repulsive and
attractive curves in this case once rij is smaller that r0. (b)
Same plot as panel b of Figure 4.

Figure 6. Radial distribution functions for the oxygen-oxygen
interaction (curve with the highest peak), oxygen-hydrogen
interaction (curve closer in), and hydrogen-hydrogen interac-
tion at T ) 298 K for a simulation of 256 water molecules
and 250 ps time length. (a and b) Original distributions in solid
lines; SSMD distributions in dashed lines; and reweighted
distributions in the dotted line. (a) Pairwise SSMD procedure
for each atoms at a time (see main text). (b) Fictitious potential
switched on for the entire molecular pairwise interactions
whenever a pair of atoms of these molecules are in a distance
less than r0.

Figure 7. Mean square displacements for a Lennard-Jones
fluid (a) and for liquid water (b). Accelerated results are shown
in dashed lines. Notice that for the LJ fluid the inertial transition
is reduced upon acceleration. In this plot, the self-diffusion
coefficient shows a percentage increment of 20% and 25%,
respectively, for the LJ fluid and for water.
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same figure where two dotted lines for repulsive and
attractive interactions are seen for r > r0, and one dotted
line for r smaller than the critical distance. The corresponding
radial distribution functions, displayed on the bottom panel,
are once again fully recovered and with the result that the
fluid dynamics is accelerated.

The next system studied selected involved 256 water
molecules at T ) 298 K in a cubic box with periodic
boundary conditions and density equal to 1000 kg/m3. The
potentials were modeled according to the flexible TIP3P force
field.66 A typical simulation length ranged from 150 to 250
ps. SSMD was implemented in DL_POLY 2.1467 and the
time-step was equal to 0.5 fs. As also noted for the LJ fluid,
the acceleration increment does not change with time-step
size and total simulation time (as long as the simulation
results are converged). The long-range Coulombic interac-
tions are calculated employing both the reaction field method
(with a dielectric constant equal to 78) and the Ewald
summation method. The explicit implementation of this last
method for SSMD is reported in the Appendix.

Two acceleration approaches were employed: an atomic
and a molecular approach. In the atomic approach, each atom
within the water molecule was subjected to the acceleration
cutoff. In the molecular approach, the entire water molecule
was treated as a single site (analogous to the previous LJ
simulations).

In the first approach, each intermolecular pairwise potential
was cut off in the same way as was done for the Lennard-
Jones fluid example both for attraction and repulsion. In this
case, hydrogen-hydrogen interactions take most advantage
of the potential cut off, simply because of the smaller van
der Waals radius of hydrogen-hydrogen interaction. Nev-
ertheless, once the hydrogen atoms were closer than r < r0,
the oxygen atoms were still out of the r < r0 region and
thus their strong repulsive interaction pulled the water
molecules back. The effect of this acceleration scheme is
shown by the artificial shells in g(r) (dashed line of Figure
6a). The reweighted SSMD curve correctly removes it in
order to recover the original radial distribution function, while
all other pair interactions were left unchanged as expected
by this kind of acceleration scheme. Even if the system
acquired new phase space regions represented by the artificial
shell in Figure 6a, the overall acceleration improvement was
found to be only a few percent (i.e., the diffusion constant
increased by about 5%).

However, it is possible to achieve an improvement with
the second type of acceleration where a molecular-based
cutoff scheme is employed. Whenever atoms of two different
molecules come closer than a certain cut off radius r0, then
all pair interactions between each component of the two
molecules can be thought to smooth out to a free particle
potential; the result is shown by the radial distribution
function in panel b of Figure 6. The correct equilibrium
distribution function is recovered and the diffusion constant
is increased by 33%. An example of the mean square
displacement for the accelerated dynamics is shown in panel
b of Figure 7 (dashed line). This plot suggests that the
reduced number of ballistic collisions is mainly responsible
for the acceleration. This result is promising if it is taken

into consideration that the method has been applied to all
degrees of freedom without distinction between them of any
sort and that no specific rare events, such that ones that arise
in a double well picture, are targeted. In fact, the fluids
described above are in thermodynamic equilibrium, as
opposed to a multidimensional double well where a major
boost in probability transitions between the two basins can
be obtained only after selecting a subset of coordinates.

Between the two schemes, the first atom-based approach
is easier to implement, and this could play a role when more
complex (e.g., biomolecular) systems are considered. The
second scheme embodies the original idea of creating a
fictitious phase space region which allows entire molecules
to funnel through new configurations and, as a consequence,
gain an entropic boost.

V. Concluding Remarks

Standard accelerated molecular dynamics via non-Boltzmann
sampling has been shown to be problematic for condensed
phase fluid systems, which do not adhere to a transition state
theory (TST) picture along one or a few chosen coordinates.
When applied indiscriminately to all fluid degrees of
freedom, standard non-Boltzmann sampling results are poor,
as shown on Figure 1. Here, an alternative approach is
proposed based on the insertion of extended states into the
interactions with the goal to enhance phase space sampling.
The present methodology is the natural extension to complex
systems of SSMD (which was previously presented for a
one-dimensional example45). This approach, which in the
present case couples the original potential to a fictitious free
particle one, has been proven to recover the exact statistics
via the non-Boltzmann sampling. It can be applied to selected
types of pairwise interactions if one thinks these to be more
relevant than others or equally to all degrees of freedom. In
this case, the SSMD approach has be shown to achieve
acceleration for both a standard LJ fluid and one with
Coulombic interactions added. These systems are considered
as good benchmarks for a condensed phase acceleration
technique because their physical properties are well-known
and any anomalies in the SSMD implementation can be
easily recognized.

A resulting acceleration of 33% is also achieved for water
after applying the SSMD implementation to all of the degrees
of freedom. This can be considered a promising result if one
takes into consideration that, in hyperdynamics,29,36 a boost
factor of 1400 for one degree of freedom reduces already to
a factor of 2 if applied to a 20-dimensional system68 and
that the present SSMD implementation can recover the
original statistical properties via non-Boltzmann sampling.
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Appendix: SSMD for Ewald Summations

The Ewald method1,69 estimates Coulombic interactions for
an electrically neutral system of charged point particles under
periodic boundary conditions in a given volume L3, where
L is the length of the cubic simulation cell. These interactions
are given by the sum of three contributions: the first is the
electrostatic potential generated by the periodic sum of
charges with density distributed as Gaussians

Vg(rij))
2π
L3 ∑

(k*0)

e-k2/4R

k2 ∑
i,j

qiqj

4πεd
cos(k · rij) (A1)

where R is the Gaussian exponential coefficient of the
charges distributions, εd the dieletric constant of the medium,
k is the reciprocal space vector, qi and qj are the point charges
at respective locations ri and rj, and rij ) |ri - rj|. The second
term is given by the correction of the spurious self-
interactions included into the Fourier sum

Vsl(rij))-∑
j

qj

4πεd
�R

π
(A2)

and finally, the third one is the short-range interaction due
to the point charges screened by oppositely charged Gaus-
sians,

Vsr(rij))
1
2 ∑

(i*j)

qiqj

4πεd

1- erf(√Rrij)
rij

(A3)

where erf stands for “error function” and the cell summation
has been taken out from all the above potentials.

In order to smooth the hard core potential, both the
repulsive and attractive ones, the Fourier contribution has
to be compensated by summing the exact opposite amount
via real space. For this reason, eq A3 is rewritten as follows

Vsr(rij))
1
2 ∑

(i*j)

qiqj

4πεd

f(rij)- erf(√Rrij)
rij

(A4)

where, given a cut off radius r0, f(rij) interpolates between
1, when rij > r0, and rij/r0 when rij < r0, in a SSMD fashion.
On doing so, the resulting short-range potential in the
forbidden region is

Vsr(rij))
1
2 ∑

(i*j)

qiqj

4πεd
[( 1

r0
- 1

rij
)+ erfc(√Rrij)

rij
] (A5)

where erfc is the complementary error function. The forces
used can be calculated by performing the first derivatives of
each potential piece. This implementation allows one to apply
SSMD to the Ewald summation approach and exactly
corrects the short-range potential such that, after the sum-
mation over all components, it brings the forces to be equal
to zero for rij < r0.
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Abstract: We discuss the accuracy of density functional theory (DFT) in the gas phase for the
water-exchange reactions in the uranyl(VI) aqua ion taking place both in the electronic ground
state and in the first excited state (the luminescent 3∆g state). The geometries of the reactant
and intermediates have been optimized using DFT and the B3LYP functional, with a restricted
closed-shell formalism for the electronic ground state and either an unrestricted open-shell
formalism or the time-dependent DFT method for the 3∆g state. The relative energies have
been computed with wave-function-based methods such as Møller–Plesset second-order
perturbation theory, or a minimal multireference perturbative calculation (minimal CASPT2);
coupled-cluster method (CCSD(T)); DFT with B3LYP, BLYP, and BHLYP correlation and
exchange functionals; and the hybrid DFT-multireference configuration interaction method. The
results obtained with second-order perturbative methods are in excellent agreement with those
obtained with the CCSD(T) method. However, DFT methods overestimate the energies of low
coordination numbers, yielding to too high and too low reaction energies for the associative
and dissociative reactions, respectively. Part of the errors appears to be associated with the
amount of Hartree–Fock exchange used in the functional; for the dissociative intermediate in
the ground state, the pure DFT functionals underestimate the reaction energy by 20 kJ/mol
relative to wave-function-based methods, and when the amount of HF exchange is increased
to 20% (B3LYP) and to 50% (BHLYP), the error is decreased to 13 and 4 kJ/mol, respectively.

Introduction

Quantum chemical studies of actinides differ from those of
the lighter elements in several ways. Relativistic effects are
obvious, but many of the related computational problems
have been mastered, at least for small complexes; the

spin–orbit problem can be handled either at the two- or four-
component level, or in an LS-coupled framework by
spin–orbit configuration interaction (CI) programs such as
EPCISO1 or by variation-perturbation methods as imple-
mented in, for example, the complete active space interaction
with spin–orbit, CASSI-SO,2 program in the Molcas3 pack-
age. Another consideration is the large number of electrons.
The core–electrons can be included in an effective core
potential, but the highly polarizable outer-core orbitals make
it necessary to include all shells with a principal quantum
number above 4 in the valence space, which makes the
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calculations more cumbersome than those for lighter atoms.
The open f-shell problem can in the scalar relativistic
framework, in principle, be handled by the complete active
space self-consistent field method with subsequent second-
order perturbation calculation of the dynamic correlation,
CASSCF4–6/CASPT27,8 levels, but calculations at those two
levels where all valence excited states are included in the
reference can only be used on small systems; already the
bare uranyl ion with 12 active orbitals (six bonding and six
antibonding U-Oyl orbitals) is approaching the limit of about
15 active orbitals for a complete CASSCF/CASPT2 treat-
ment.9 It would seem that those problems are easily
overcome by reverting to density functional theory (DFT)
based methods, but the applicability of DFT functionals,
which have been developed for lighter elements, is not
obvious.

Complexes with more than one unpaired f electron give
rise to multireference effects, which makes conventional
unrestricted methods inaccurate.10 In some cases, such
systems can be described by DFT-based methods such as
time-dependent DFT (TD-DFT) or the hybrid DFT-multi-
reference configuration interaction (DFT-MRCI).11 In the
latter, dynamic correlation is treated by DFT, while static
correlation and multireference effects in the electronic states
are accounted for in a MRCI framework. The majority of
the published studies concerns the uranyl(VI) ion, for which
the closed-shell structure essentially removes the problems
related to spin–orbit effects and open f shells. Although the
f-shell problem does not appear explicitly, the f orbitals
participate actively in the bonding, and the applicability of
DFT-based methods relies on the ability of the functionals
to treat the f electrons properly.

DFT does not give reliable results for electron reduction
processes in actinyl complexes,12 but this is not particular
for the actinides. Variable results have been reported for some
complexes where the oxidation state is not changed but where
the bonds between the actinide and the ligands are strong,
such as in UO3, UF6,13–17 and so forth. Batista et al.15,16

have calculated the dissociation energy for UF6 using both
a small-core relativistic effective core potentials (RECP)18

and an all-electron approximation together with the B3LYP
functional. Their spin–orbit free results are in good agreement
with experiments; the difference is just a few kilojoules per
mole. Peralta et al.17 have calculated the dissociation energy
for UFn, n ) 1-6, at the B3LYP level using the all-electron
approximation. Their result for the series has a deviation from
the experimental value varying from -36 kJ/mol (n ) 4)
up to +43 kJ/mol (n ) 1) and with the best result for n )
3 and 5, where the deviation is just a few kilojoules per mole.
Considering that the dissociation reaction energy is more
difficult to calculate with high accuracy than the reaction
we have chosen for our study, their results are good but point
out the inconsistency of DFT functionals.

The solvation of uranyl(VI) has been studied by several
groups.19–31 Gutowski and Dixon28 report differences on the
order of 20 kJ/mol when calculating the relative energies of
hydrated uranyl with four- and five-coordinated water at the
B3LYP level compared to the Møller–Plesset second-order
perturbation theory (MP2) level, using a small-core RECP

on the uranium atom. Cao and Balasubramanian25 also
investigated the structure and energetics of actinyl aqua ions
with four-, five-, and six-coordinated water molecules. They
made a comparison using the B3LYP32–35 hybrid density
functional and MP2 and coupled cluster with single and
double excitation (CCSD)36 for actinyl complexes, both in
the gas phase and aqueous solution. They used a large-core
RECP and a smaller basis set for the uranium than we have
used in the present study. However, they also noted discrep-
ancies on the order of 20 kJ/mol in the relative energies of
hydrated uranyl with varying numbers of coordinated water
if computed with DFT or wave-function-based correlated
methods. In a recent study of the water exchange in
uranyl(VI) by Rotzinger,31the same trend is observed for
BLYP37–39 and B3LYP, using large-core effective core poten-
tials on the uranium atom. Shamov and Schreckenbach26 also
noted differences between B3LYP and PBE32,33,40,41 function-
als. All studies so far agree that the five-coordinated ion is the
preferred coordination of uranyl(VI) in solution, but they
disagree on the relative energies of four- and six-coordinated
species. This results in different conclusions on the nature of
the water-exchange mechanism. One possible explanation to
the variable results may be the important contribution from the
f orbitals in the binding in, for example, actinide(VI) complexes
such as the actinyl ions AnO2

2+. Since the quality of DFT
applied to actinide complexes is unclear, it is reasonable to
investigate the behavior of DFT methods before launching an
investigation of a new reaction.

We have previously studied ligand-exchange reactions in
uranyl(VI) and uranyl(V),22,42–44 and this line of research
has now been extended to photoexcited uranyl(VI). The first
reaction we have considered is the water exchange mecha-
nism in the first excited triplet state, which is luminescent.
Before entering into the chemical properties of photoexcited
uranyl, we have deemed it desirable to investigate the
accuracy of different DFT functionals and hybrids for this
relatively simple complex that do not exhibit any evident
multireference properties. The water-exchange reaction can
proceed via three pathways,22 a dissociative pathway with a
four-coordinated intermediate, an associative pathway with
a six-coordinated intermediate, and finally an interchange
pathway. In the present investigation, we have compared the
relative energies obtained with different methods between a
five-coordinated reactant and the four- and six-coordinated
dissociative and associative intermediates for the electronic
ground state and the first excited state, the latter complexes
being depicted in Figure 1. The geometries for the two states
bear an overall strong resemblance to each other, naturally,
with variations in bond lengths. There are experimental
results for hydrated uranyl in the ground state,45 but modeling
solvent effects is outside the scope of the present study; our
aim is to compare various electronic structure methods in
the gas phase, and not to study the chemical problem of the
solvation of the uranyl(VI) ion. Consequently, we do not
have an ultimate answer to which result is “correct” for the
fictitious reaction under study. However, results, which differ
significantly between different methods, clearly indicate
potential problems. In our experience, wave-function-based
methods such as CCSD(T) or CASPT2 with a reasonably

570 J. Chem. Theory Comput., Vol. 4, No. 4, 2008 Wåhlin et al.



large active space are reliable, and minimal CASPT2 (MP2)
methods have been shown to give reliable results when
compared to those of both experiments and CCSD(T) in a
number of cases. Therefore, we view the wave-function-
based results as more trustworthy than DFT, although we
cannot ascertain this assumption; for example, the size of
the systems restricts the size of the basis sets to about triple-�
plus polarization functions. The DFT functionals considered
in the present study are the hybrid B3LYP and BHLYP and
the pure DFT functionals PBE, TPSS, BP86, and BLYP used
with the restricted closed-shell formalism for the ground state
and the unrestricted open-shell formalism or time-dependent
DFT for the first excited state. The wave-function-based
methods used were CCSD(T) and MP2/minimal CASPT2.

Theory. The Model. In the present study, we have used
the water-exchange reaction in uranyl(VI) in the ground state
and in the luminescent state as a probe to compare results
obtained with different pure DFT functionals and hybrids
and with wave-function-based MP2/minimal CASPT2 and
CCSD(T).46,47 The comparison is based on the energy of
reaction starting with the five-coordinated precursor complex
with one water in the outer hydration sphere, [UO2

(H2O)5)]2+,(H2O) (Figure 1a), to the associative and dis-
sociative intermediates, [UO2(H2O)6]2+ and [UO2(H2O)4]2+,
(H2O)2, Figure 1b and c, respectively.

In the model, we consider the exchange between inner-
and outer-sphere water molecules. The dissociative and
associative reactions read:

[UO2(H2O)5]
2+,(H2O)S [UO2(H2O)6]

2+ A-reaction

(1)

[UO2(H2O)5]
2+,(H2O)S [UO2(H2O)4]

2+,(H2O)2

D-reaction (2)

An alternative model refers to the complete dissociation
reactions:

[UO2(H2O)5]
2++ (H2O)S [UO2(H2O)6]

2+ A-reaction

(3)

[UO2(H2O)5]
2+S [UO2(H2O)4]

2++H2O D-reaction

(4)

As discussed in ref 48, it is preferable to use intramolecular
reactions 1 and 2, rather than reactions 3 and 4, because
systematic errors of the solute–solvent interactions compen-
sate in a more efficient way.

Our aim has been to establish the accuracy of different
DFT functionals and to pinpoint the problem of the descrip-
tion of electron correlation for the uranyl-water bonding.

Technical Details. For the ground state, we examined four
generalized gradient approximation exchange-correlation func-
tionals, PBE, TPSS,32,33,38,49 BP86,32,33,37,50,51 and BLYP; two
hybrid functionals, B3LYP and BHLYP;32–34,52 the SAOP
functional specially designed for response properties;53 two
wave-function-based methods, MP2 and CCSD(T); and the
DFT-MRCI method proposed by Grimme and Waletzke.11 The
DFT-MRCI method is a combination of Kohn–Sham density
functional theory and multireference CI methods and can
be used for calculating excitation energies for singlet and
triplet states, starting from a closed-shell reference state. In
this respect, it is similar to the TD-DFT method.54–56 The
wave function is expressed in terms of Kohn–Sham orbitals,
obtained with the BHLYP hybrid functional (with 50% HF
exchange). A selection criterion for single and double
excitations, based on the energy gap between a configuration
state function and the corresponding parent configuration,
reduces the number of configuration state functions. Some
parameters, determined from atomic calculations, are used
in the method to scale the Coulomb and exchange integrals.
Currently, the optimized parameter sets for the effective
DFT-MRCI Hamiltonian are available with the BHLYP
functional. We refer the reader to the original publication11

of Grimme and Waletzke for further details on the method.
For the luminescent state, we examined the same functionals
and wave function methods as for the ground state. For the
hybrid functionals B3LYP and BHLYP, we used both the
unrestricted open-shell formalism and the time-dependent
method. The exchange-correlation functionals, PBE, TPSS,
BP86, BLYP, and SAOP, have been studied within the time-
dependent approach. For minimal CASPT2, we used two
different CASs, a minimal active space that includes the
orbitals necessary for the description of the electronic states
of interest, namely, the σu together with the two δu orbitals,
and the slightly larger CAS where the two �u’s had been
added to the previous CAS. The reason for including
calculations with the larger CAS was to verify that our
minimal CASPT2 result is not CAS-dependent. Unfortu-
nately, it is not possible to use a nonperturbative wave-
function-based method, such as for example a multireference
configuration interaction, for the luminescent state due to
the large number of electrons involved. For MP2, minimal
CASPT2, CCSD(T), and DFT-MRCI calculations, only the
valence shells, 6s, 6p, 5f of uranium and 2s and 2p of oxygen
atoms, were correlated.

Calculations were performed using either RECP or an all-
electron basis set with the relativistic Douglas-Kroll-Hess
Hamiltonian.57,58 In the RECP calculations, we used a small-
core RECP of the Stuttgart type18 for uranium with the
corresponding basis set.59 In the all-electron calculations, we
used the (26s23p17d13f5g3h)/9s8p6d4f2g ANO-RCC basis
set suggested by Roos et al.60 with triple-� quality. Oxygen

Figure 1. The geometries of the (a) reactant, (b) A-intermedi-
ate, and (c) D-intermediate water-coordinated uranyl(VI)
complexes in the luminescent state. Distances in the figures
are given in ångströms.
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and hydrogen were treated at the all-electron level in all
calculations, using the TZVP basis set suggested by Schäfer
et al.61,62 The effect of the g functions was investigated in
the all-electron calculations; the effect was small, between
0.2 and 1.4 kJ/mol at the DFT level and at most 1.6 kJ/mol
with the wave-function-based methods. This is in agreement
with previous results obtained by Vallet et al.63 No g
functions on uranium were used in the RECP calculations.
The DFT-SAOP calculations were performed with the
ADF2006.01 code, incorporating scalar relativistic effects
by means of the zeroth-order regular approximation (ZORA)
method64–67 and with a triple-� Slater-type basis set enlarged
by adding two polarization functions (TZ2P). This basis set
is large enough to yield very similar accuracy to the Gaussian
basis set used in all-electron calculations.

Effects on the ground state and the luminescent state,
arising from the spin–orbit splitting of uranium, have been
calculated with the EPCISO program1 using a RECP for
uranium.18 The reference space used in the calculations of
the luminescent state included five orbitals, the σu and the
two δu’s and two �u’s, while the other electrons were kept
uncorrelated, whereas for the ground state, only the σu

electrons were correlated. The resulting spin–orbit effect,
including the single excitations from the active orbitals, was
then added to the multiconfigurational CASPT2 energies.
Spin–orbit coupling lowers the energies of all three com-
plexes by 28.4–32.9 kJ/mol for the excited state and by
9.9–13.1 kJ/mol for the ground state. This affects the reaction
energies with a lowering of 2.9 kJ/mol for the associated
reaction and an increase of 2.5 kJ/mol for the dissociative
reaction, for the excited state. For the ground state, it yields
an increase of 0.5 kJ/mol for the associated reaction and a
lowering of 2.7 kJ/mol for dissociated reaction.

It is interesting to note that, at the spin–orbit level, the
luminescent state in the reactant is dominated by � character,
whereas in the A-intermediate, there is a mixture of δ and
� contributions, and in the D-intermediate, it has δ character.
The mixing between δ and � contributions is determined
by the spacing between the 3∆ and 3Φ states, as discussed
in detail by Réal et al. in a recent study.68

There are no significant basis set superposition error
(BSSE) effects on the computed reaction energies; the largest
calculated effect on the ground-state model was 3.0 kJ/mol
at the MP2 level and 1.6 kJ/mol for B3LYP using Gaussian
03.69 Rotzinger31 has in a recent paper calculated the BSSE
contribution to the reaction energies for the ground state and
also found them insignificant, at most 4 kJ/mol. We also
calculated the BSSE effect on the dissociation of the outer-
sphere water in the ground-state reactant, [UO2(H2O)5]2+,
(H2O); the effect at the B3LYP level is 5 kJ/mol, while for
the MP2, level it is close to 11 kJ/mol. The BSSE-corrected
reaction energies were found to be respectively -102 and
-110 kJ/mol, showing the tendency of B3LYP to underes-
timate reaction energies.

The optimizations of the geometries for the ground state
were done at the B3LYP level with symmetry constraints
using Gaussian 03.69 For the reactant, we used Cs point group
symmetry, for the A-intermediate, C2 symmetry, and for the
D-intermediate, C2h symmetry. The geometries in the lumi-

nescent state were optimized both with TD-B3LYP using
TURBOMOLE 5.770,71 and with U-B3LYP using Gaussian
03, without symmetry constraints. All reaction energies have
been calculated using the TD-B3LYP optimized geometries
with the Gaussian 03,69 TURBOMOLE 5.770,71 the ADF2006.
0172–74 packages.

The program packages Molcas 6.43 and Molpro 2006.175

were used for the MP2/minimal CASPT2 and CCSD(T)
calculations.

Results and Discussion

Water Exchange in the Electronic Ground State of Ura-
nyl(VI) Penta Aqua Ion. The optimal ground-state geom-
etries are shown in Table 1. The agreement between MP2
and B3LYP optimized geometries is good. It is in fact a
general experience that B3LYP gives geometries in good
agreement with experimental results.63 As an example, the
bond distances in the bare uranyl ion are 1.701 Å at the
B3LYP level and 1.706 Å at the CCSD(T) level and 1.709
Å at the average quadratic coupled-cluster level.12 Our
geometries for the bare uranyl ion, the reactant, and the
D-intermediate are in good agreement with those obtained
by Gutowski and Dixon.28 In the following, we will base
our discussions on geometries optimized at the B3LYP or,
for the luminescent state, TD-B3LYP level.

As expected, the bonds to the coordinated water contract
or expand relative to the reactant in the D-intermediate and
A-intermediate. The shortening of the uranium-water bond
in the D-intermediate is sizable, 0.07 Å. In the A-intermedi-
ate, four waters are located in the equatorial plane of the
uranyl unit with distances about 0.01 Å longer than in the
five-coordinated reactant, while two waters lie above and
below the equatorial plane at longer distances, 2.65 Å. The
uranium-water bond is thus considerably stronger in the
D-intermediate than in the reactant and the A-intermediate.
The variation in the U-Oyl distance is smaller.

For the A-intermediate, pure DFT methods yield higher
reaction energies than MP2 and CCSD(T), but the differences
are small; the mean value for the DFT-based RECP calcula-
tions, including DFT-MRCI, is 41.3 kJ/mol, with a largest
deviation from the mean value of 4.3 kJ/mol. The largest
absolute difference (between B3LYP and TPSS) is 8 kJ/mol.
The MP2 and CCSD(T) results, respectively 35.6 and 36.7
kJ/mol, are about 5 kJ/mol below the DFT mean result. It is
noteworthy that the largest difference between the DFT and
the wave function results, 10 kJ/mol, occurs for B3LYP and
for the SAOP functional, and this difference is not negligible.

Table 1. Optimized Geometries for the Reactant,
A-Intermediate, and D-Intermediate in Their Electronic
Ground Statesa

d(U-Oyl) d(U-OH2) first coord. shell

B3LYP MP2 B3LYP MP2

ref this work 63 this work 63
reactant 1.749 1.776 2.496 2.47(1)
A-intermediate 1.755 1.785 2.518 ×

4/2.645 × 2
2.47 × 2, 2.49 ×

2, 2.69 × 2
D-intermediate 1.748 1.774 2.420 2.41

a Distances are in ångströms.
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The all-electron and the RECP results are similar, differing
by at most 5 kJ/mol, a satisfactory result. The effect of the
g functions is negligible at the DFT level and below 2 kJ/
mol in the wave-function-based calculations. It should be
pointed out that g functions can be very important in strongly
bound U(VI) complexes and in redox reactions.12,14 Basis
set effects for actinides are discussed in a review article by
Vallet et al.63

The D-intermediate behaves differently. DFT consistently
gives reaction energies that are lower than those obtained
with MP2 and CCSD(T) (cf. Table 2), while the opposite
was true for the A-intermediate. The reaction energies
obtained with the pure DFT functionals are insensitive to
the choice of functional, but the effect of including HF
exchange is much more pronounced for the D-intermediate;
the effect is depicted in the energy diagram in Figure 2.
B3LYP gives a higher reaction energy by 6 kJ/mol, than
the pure functionals; with BHLYP, the increase amounts to
17 kJ/mol; for MP2 and CCSD(T), the reaction energy is
more than 20 kJ/mol higher than that obtained with the pure
functionals. DFT-MRCI, which is based on BHLYP Kohn–
Sham orbitals, also yields a value which is larger, by 12 kJ/
mol, than with pure functionals and lies within the energy
obtained with B3LYP and BHLYP functionals. The basis
set effects and the quality of the RECP is very similar for
the two intermediates.

Rotzinger76 noted that DFT tends to overestimate the
energy of transition metal complexes with a high coordina-
tion number, thus favoring associative reactions over dis-
sociative reactions (cf. Table 2). The low reaction energy
obtained for the D-intermediate at the DFT level compared
to MP2 and CCSD(T) is due to the strong bonds between
the four equatorial waters and the uranyl ion. It appears that
the amount of HF exchange has a larger impact on the
relative energies of the D-intermediate than in the reactant
and in the A-intermediate. This is probably the result of the
stronger bonds between the metal and the coordinated water
in the D-intermediate (cf. Table 1). However, the close
similarity between the reaction energies obtained with MP2
and CCSD(T) makes us confident of the reliability of wave-
function-based methods as compared to DFT ones.

The difference between DFT and wave-function-based
methods could be caused by an inaccurate description in the
DFT framework of either the hydrogen bonds and dispersion
effects or the solvated uranyl. These options were investi-
gated through calculations where the uranyl charge distribu-
tion was computed for the bare ion and kept frozen in the
molecule. The differences in the MP2 and DFT reaction
energies with a frozen charge distribution on uranyl were at
most 1.0 kJ/mol for the A-intermediate, to be compared to
9.3 kJ/mol at the B3LYP level and 6.3 kJ/mol at the BLYP
level in the fully relaxed calculation. For the A-intermediate,

Table 2. Reaction Energies in kJ/mol for A-Reaction (1) and D-Reaction (2) Computed for Uranyl(VI) in Its Electronic
Ground Statea

A-reaction D-reaction

ECP AE ECP AE

method

HF exchange in
the DFT functional no g BSSE no g with g no g BSSE no g with g

B3LYP 20% 44.9 44.8 41.6 42.1 20.1 17.1 21.8 21.6
BHLYPb 50% 42.7 41.3 41.7 29.3 31.0 30.7
BP86 0% 42.7 13.5
PBE 0% 40.3 13.1
TPSS 0% 37.0 15.7
BLYP 0% 41.9 13.5
SAOPb 0% 43.1 13.1
MP2 35.6 37.1 34.1 35.5 34.4 32.8 35.2 33.6
MP2 SO 36.1 31.7
CCSD(T)c 36.7 31.9 33.2 34.6 37.4 36.0
DFT-MRCI 50%b 39.7 25.4

a Both an effective core potential (ECP) and an all-electron (AE) basis set were used for the uranium atom. b SAOP results have been
obtained with the all-electron ZORA and all-electron Slater triple-� basis sets (see Theory section). c The T1 diagnostic is between 0.0225
and 0.0239.

Figure 2. The reaction energies relative to the reactant for
the A- and D-intermediates computed for uranyl(VI) in its
electronic ground state (a) and in its first electronic excited
state (b). The pure functionals are plotted in red, the hybrids
in blue, and the wave-function-based methods in dashed
green. The DFT-MRCI result is plotted in dashed blue.
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we can thus conclude that the differences between the MP2
and the DFT results are due primarily to the description of
uranyl. However, the differences are small. For the D-
intermediate, the effects are larger both in the frozen uranyl
and in the fully relaxed calculations. The differences obtained
in the frozen uranyl calculations were 3.7 kJ/mol at the
B3LYP level and 9.0 kJ/mol at the BLYP level. In the fully
relaxed calculations, the differences were 14.3 kJ/mol at the
B3LYP level and 20.9 kJ/mol at the BLYP level, which is
more than twice the difference found for the frozen uranyl.
Taking into consideration that not only the description of
the hydrogen bonds and dispersion effects contributes to the
differences between wave-function-based and the DFT-based
methods for the water cage, we conclude that the differences
obtained with the fully relaxed model originate primarily
from the solvated uranyl ion. There are also shortcomings
of DFT in the description of dispersion interactions.77,78

Gutowski and Dixon28 have published a study of the free
energy of solvation of the uranyl(VI) ion. One of the studied
reactions was reaction 4, for which the authors obtained a
difference in the reaction energy of 20 kJ/mol between MP2
and B3LYP, in agreement with our results. Gutowski and
Dixon also made CCSD calculations on [UO2(H2O)4]2+ and
[UO2(H2O)5]2+ and obtained T1 diagnostics of 0.023 and 0.022,
also in agreement with our results. This indicates, as pointed
out by Gutowski and Dixon28 and discussed in details by
Vallet et al.,79 that multireference effects caused by near-
degeneracies, so-called static correlation effects, are minor
in these complexes. Shamov and Schreckenbach26 have in a
density functional study of actinide complexes in solution,
using reactions 3 and 4, made a comparison between B3LYP
and PBE. They found a similar shift, 15 and 9.2 kJ/mol
between the two functionals, to what we have found, for
reactions 1 and 2. Bühl et al.27,29,30 have carried out
Car–Parrinello calculations on the dissociation of one water
molecule from a hydrated uranyl(VI) ion with Car–Parrinello
molecular dynamics using the BLYP functional, large-core
RECP, and plane-wave basis sets. In their smallest model,
with only five waters and no further solvent effects, they
obtain an electronic energy of reaction of -16.3 kJ/mol with
a D-intermediate, with the second sphere water hydrogen
bound to one water molecule (single hydrogen bond model)
in the first coordination sphere.29 We obtain a reaction energy
at the BLYP level of 13.5 kJ/mol with a six-water model,
with the water in the second sphere hydrogen bound to two
waters in the first coordination sphere (double hydrogen bond
model) for both the reactant and the D-intermediate (cf.
Figure 1). Using the same model as Bühl et al., we obtain a
reaction energy of -14.3 kJ/mol at the BLYP level and -7
kJ/mol at the B3LYP level, in good agreement with Bühl et
al.29 We have also investigated a six-water model, where
the outer-sphere water is singly hydrogen bound to the inner-
sphere water, for the D-intermediate, and found a similar
reaction energy, -4 kJ/mol at the B3LYP level. Our
calculated reaction energy with the double hydrogen bond
model for the D-intermediate is considerably higher, 20 kJ/
mol (in the optimal structure for the reactant, the outer-sphere
water keeps forming two hydrogen bonds with inner-sphere
water molecules). However, since the scope of this paper is

a method study, the present investigation was done using a
double hydrogen bond model for the D-intermediate.

Water Exchange in the Luminescent State of Uranyl-
(VI). Table 3 shows geometries for the reactant, the A-
intermediate, and the D-intermediate optimized with U-B3LYP
and TD-B3LYP. TD-B3LYP gives shorter bond distances
than U-B3LYP, but the differences are small, particularly
for the uranium-water distances. Our results show that
geometries in (good) agreement with U-B3LYP can be
obtained with TD-B3LYP, a result that opens the possibility
of geometry optimizations in excited states of actinide
complexes. The reaction energies are shown in Table 4 and
Figure 2.

For the A-intermediate, pure and hybrid TD-DFT calcula-
tions give higher reaction energies, on average 42.4 kJ/mol,
which is higher by about 7 kJ/mol than the two minimal
CASPT2 calculations. The largest deviation, 10 kJ/mol,
occurs for TD-SAOP and U-B3LYP, as in the ground state,
but also for DFT-MRCI, the same difference is noticed. The
spread within the reaction energies is even less than in the
ground state; the standard deviation is 0.8 compared with
2.7, and the largest absolute difference, between U-B3LYP
and TD-PBE, is only 5 kJ/mol.

Like in the ground state, the situation is different for the
D-intermediate. Here, we can notice that the reaction energy
varies with the chosen DFT functional, the largest difference
with the CASPT2 value being obtained with the TD-SAOP
functional, although the latter has been specially designed
to describe the excited state. The effect of including HF

Table 3. Optimized Geometries for the Reactant,
A-Intermediate, and D-Intermediate in the Luminescent
Electronic Statea

d(U-Oyl) d(U-OH2) first coord. shell

U-B3LYP TD-B3LYP U-B3LYP TD-B3LYP

reactant 1.805 1.795 2.495 2.495
A-intermediate 1.812 1.804 2.520/2.613 2.525/2.619
D-intermediate 1.803 1.794 2.43 2.43

a Distances are in ångströms.

Table 4. Reaction Energies in kJ/mol for the A-Reaction
(1) and D-Reaction(2) Computed for the Luminescent
State of Uranyl(VI)

method

HF exchange
in DFT

functional A-reaction D-reaction

B3LYP 20% 45.6 24.5
BHLYP 50% 42.0 32.3
TD-B3LYP 20% 42.4 24.6
TD-BHLYP 50% 42.0 32.3
TD-BP86 0% 42.6 22.7
TD-PBE 0% 40.6 23.0
TD-TPSS 0% 41.5 22.3
TD-BLYP 0% 42.4 23.7
TD-SAOP 0% 47.9 13.9
DFT-MRCI 50% 45.5 45.8
Min-CASPT2,a CAS ) 3 35.6 36.6
Min-CASPT2 SO 32.7 39.1
Min-CASPT2,a CAS ) 5 34.9 36.9

a CAS ) 3 and CAS ) 5 refer to active spaces involving three
active (σu and two 5f�) or five active orbitals (σu, two 5f�, and two
5fδ), respectively.
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exchange is not as pronounced as for the ground state. U-
and TD-B3LYP give reaction energies very close to those
of the pure functionals, with an average of 23 kJ/mol. As in
the ground state, the use of the BHLYP functional increases
the energy by 9 kJ/mol. The minimal CASPT2 reaction
energy is here 14 kJ/mol higher than that obtained with the
pure functionals. The DFT-MRCI, which is based on BHLYP
Kohn–Sham orbitals, gives a reaction energy 10 kJ/mol
higher than the one received with minimal CASPT2; for the
ground state, the picture was different; DFT-MRCI was
sharing the behavior of the BHLYP functional and under-
estimated the reaction energy at 9 kJ/mol. If we look at both
the A- and D-reaction, we can see that DFT-MRCI has the
same feature as the minimal CASPT2 but shifted up to 10
kJ/mol. The basis set effects and the quality of the RECP
are, as expected from the ground-state result, very similar
for the two intermediates.

We have reported in Table 5 the adiabatic energies of the
luminescent state with respect to the ground state in the
reactant and A- and D-intermediates for the DFT functionals
and MP2/min CASPT2. There are differences in the absolute
transition energy values, as predicted by the various methods.
Our group has discussed the reasons for such discrepancies
in detail in another publication.68 In the present context, it
is interesting to note that all methods predict that the adiabatic
transition energies to the luminescent state are very similar,
within a few hundred wave numbers, that is, within 10 kJ/
mol. This implies that the reaction potential energy surfaces
that connect the reactant to the D- and A-intermediates in
the excited-state are essentially parallel to those of electronic
ground state.

Conclusions

In this study, we have made a detailed investigation of the
effect of different DFT functionals and the wave-function-
based methods MP2 or minimal CASPT2 and CCSD(T) on
the associative and dissociative pathways in the water
exchange reaction for hydrated uranyl(VI) in the ground state
and in the luminescent state. CCSD(T) is the most accurate
method used in the present investigation. In our calculations,
MP2 and CCSD(T) give very similar results, which provides
support for the accuracy of MP2. For the luminescent state,
we have, so far, no other accurate method with which to
compare our minimal CASPT2 results, but the consistency
between the two different CASs (three or five active orbitals)
proves that our result does not depend on a wrongly chosen
CAS, an argument frequently used for CASPT2 calculations
deviating from other accurate methods.

DFT consistently overestimates the reaction energy com-
pared to MP2/minimal CASPT2 and CCSD(T) for the
associative pathway, both in the ground state and the

luminescent state, but the differences are minor, less than
10 kJ/mol in all cases. For the dissociative pathway, DFT
consistently underestimates the reaction energy, by up to 22
kJ/mol for the pure functionals without HF exchange. This
is probably an effect of the stronger uranium-water bonds
in the D-intermediate. HF exchange is important in the
ground-state dissociative reaction, where the difference
between MP2 or CCSD(T) and the DFT reaction energies
decreases monotonically with an increasing amount of HF
exchange in the functionals. The same trend is noted for the
luminescent state but not as “clear” as in the ground state.

Looking at the overall picture of the behavior of DFT
results compared with wave function methods, see the
reaction energy in Figure 2, we can notice that the consistent
overestimation and underestimation of the reaction energy
for, respectively, the associative mechanism and the dis-
sociative mechanism compared to the wave function result
strongly points out that, at this moment, DFT has to be used
with caution when reaction mechanisms within actinide
chemistry are investigated. The dissociative mechanism is
always favored, with 14–29 kJ/mol for the ground state, and
for the luminescent state, the corresponding numbers are
10–20 kJ/mol. For the wave function methods, this difference
is a few kilojoules per mole.

All DFT functionals have been developed by comparison
with lighter elements, and our results show that these
functionals are not ideally suited to describe reactions
involving actinides where the 5f contribution in the bonds
is substantial and the charge distribution on the actinide
is significantly perturbed during the reaction. Examples of
this are the gas-phase reactions discussed in refs 13 and 14,
but also the coordination of uranyl complexes with sulfate
ligands.80 In actinide complexes, with ligands composed of
light elements, DFT should behave well as long as the charge
distribution on the actinides is not significantly perturbed.

Water interacts fairly strongly with the uranyl ion. That
alone has an influence on the uranyl bond distance when
the number of coordinated waters is changed. This is enough
to generate errors, which in some cases may be significant.
The error obtained for B3LYP compared to CCSD(T) or
CASPT2 is 10–15 kJ/mol. This is certainly an acceptable
result in many cases, but the error can be expected to increase
when a metal–ligand bond is strengthened. Moreover, the
error has opposite signs for the associative and dissociative
mechanisms, and DFT should thus be used with great caution
when discussing reaction energetics of actinide complexes.
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Abstract: An attempt has been made to understand the mechanism of excited-state molecular
solvation and its effect on hydrogen bonding in carbonyl compounds in aqueous solution. The
correlation between solvation and electronic transitions has been investigated by comparing
results obtained either with a supermolecular description in terms of hydrogen-bonded clusters
or with a combined method embedding such clusters with a polarizable continuum dielectric
mimicking the bulk water. Popular scalar fields such as molecular electrostatic potential and
molecular electron density have been used as useful tools to probe the changes in the hydrogen
bonding passing from ground to excited states in the gas as well as solvent phase.

1. Introduction

Water is the omnipresent solvent in almost all important
chemical and biological processes. Thus, it is no wonder that
the study of molecular hydration, dealing with the interaction
of water with other molecules, has become an area of prime
importance in chemistry and biology.1,2 The hydration of
molecules containing a carbonyl group has been the focus
of several studies.3–15 In particular, the carbonyl double bond
shows spectroscopically important transitions such as n f
π* and π f π*, which are well-known examples of
environment-sensitive processes. Two prototype examples
of molecules containing carbonyl groups, namely, formal-
dehyde (H2CO) and urea (CO(NH2)2), are considered in the
present study.

The earlier studies on formaldehyde and water (in the
ground state) complexes at the HF level were reported by
Tomasi and co-workers5a with reference to the environmental
effects on biomolecules, followed by yet another ab initio
study5b discussing the solvent shift of electron absorption
spectra. Later on, 1:1 complexes of formaldehyde · · ·water
systems were studied at the MPn6a,b and CCSD level.6c

Wolfe et al.7 performed ab initio calculations on the
hydration of formaldehyde with up to four water molecules
and reported the thermochemical parameters and vibrational

frequencies. More recently, combined quantum mechanics/
molecular mechanics approaches have been used to calculate
molecular response properties and excitation energies of
formaldehyde in water.8

The water-soluble nature of urea is well-known. The effect
of the molecular environment on the optical susceptibility
of urea in solution has been studied by Ledoux and Zyss.9

According to the earlier studies10 based on MD simulations,
the urea molecule can enter the cluster of water molecules
without appreciable distortion in the hydrogen-bonded
network of water molecules. A clear conclusion about the
hydrophobic or hydrophilic nature of urea could not be drawn
from this work. A detailed study addressing the solvent and
the vibrational effect on static and dynamic polarizabilty as
well as hyperpolarizability within the quantum chemical
framework has been reported by our group.11 Lee et al.12

performed density functional theory (DFT) computations on
the complexes between urea, water, and urea dimers, using
VWN and BLYP functionals and DZ94 and DZ94P basis
sets. According to this study, the urea dimer will be unstable
due to the interaction between the urea and water molecules
when surrounded by a large number of water molecules.
Åstrand and co-workers13 employed the empirical-potential-
based as well as the quantum-chemical approach to study
urea · · ·water complexes. The most favorable structure for
the urea · · ·water complex has two hydrogen bonds and is
cyclic in nature.
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Following this historical summary, a brief preamble to the
scalar-field-based studies is useful since this study involves
the extensive use of popular scalar fields, namely, molecular
electrostatic potential (MESP, also denoted by Ves) and
molecular electron density (MED also denoted by F(r)).

Bader and co-workers pioneered the topographical studies
of MED.16 Also, Gatti and co-workers17 performed extensive
studies involving molecular electron-density-based ap-
proaches. The use of MESP as a useful tool to predict the
molecular properties was first advocated by Scrocco and
Tomasi18a more than 3 decades ago. Tomasi and co-
workers18b have summarized the applications of MESP for
studying the intermolecular interactions in great detail by
highlighting the important aspects of molecular structure and
solvation effects. Politzer and Thruhlar19 have also advocated
the utility of a MESP-based approach through various studies.
Extensive topographical investigations of MED and MESP
have been carried out by Gadre and co-workers20–22 to
understand hydrogen-bonded interactions over the past
decade or so.

In view of this, it is worthwhile to study the excited-state
molecular solvation process and the corresponding spectro-
scopic properties and to probe the correlation between this
process and hydrogen-bonding interactions using MESP and
MED, the popular scalar fields. In particular, the following
questions will be addressed:

What is the effect of an electronic excitation on the
hydrogen bonding of explicitly bound water molecules in
the ground state?

Can one use the information from scalar fields such as
MESP and MED to understand this process?

What are the effects on this process due to the solvent,
treated as an external, continuous medium, thereby taking
into account the bulk solvation effect?

The present paper is organized as follows: section 2 deals
with methodological aspects employed, and the results and
discussion are presented in section 3, where numerical results
are presented and discussed. Section 4 concludes the article
and also presents future extensions of the present study.

2. Methodology

The structures of M · · ·H2O clusters (where M ) formalde-
hyde and urea) were generated from the knowledge of earlier
studies6,22 (both in the gas and solution phases) and the
cooperativity offered by MESP.20–22 The geometry optimiza-
tions for the ground and excited states, in the gaseous state
as well as in the solution (water) state, were achieved with
the Gaussian program package.23 The ground states were
first obtained at the HF/6-31G(d,p) level, whereas the excited-
state geometries were computed employing the simple ab
initio configuration interaction, including only single excited
configurations (CIS).

In order to enhance the level of sophistication, we have
also employed DFT. Application of DFT-based methods in
studying hydrogen-bonded complexes could be a question
of debate. However, the success of using a DFT approach
for studying hydrogen-bonded interactions has been high-
lighted by several researchers.24 The popularity of these
methods may be attributed to the fact that they model the

exchange correlation effects, at a considerably lower com-
putational cost than other correlated methods.24 As high-
lighted by Dreuw and Head-Gordon,25 time-dependent DFT
(TD-DFT) has emerged as a reliable and prominent method
to study the excited-state properties of medium- and large-
sized molecular systems. Also, the earlier studies,26,27 by
other researchers and by one of the present authors, have
demonstrated the reliability of TD-DFT-based methods for
studying the excited states. Taking a cue from these studies,
we have used the B3LYP functional, which is a combination
of Becke’s three-parameter functional28 with the correlation
functional of Lee, Yang, and Parr.29 In order to increase the
level of sophistication, we have employed a split valence
triple-� basis set augmented with a diffuse and polarization
function, 6-311++G(d,p), along with the time-independent
and time-dependent versions of density functional theory
using B3LYP and TD B3LYP frameworks30,31 for ground-
and excited-state properties, respectively. The extended basis
set employed in this work, that is, 6-311++G(d,p), has been
used in the (6d) version as implemented in Gaussian.23 The
molecular orbitals were visualized using GVIEW,32 to follow
the electronic transitions.

2.1. Solvation Study. The present study employs the
integral equation formalism-polarizable continuum model
(IEF-PCM) solvation model,33 an accurate reformulation of
the PCM model34 due to Tomasi and co-workers. The IEF-
PCM model involves mimicking the solvent in a dielectric
continuum fashion with a dielectric constant (ε) which
surrounds the molecular cavity, with the shape and dimension
adjusted on the real geometric structure of the solute
molecule. The latter polarizes the solvent and induces an
electric field (the “reaction field”) that interacts with the
solute. In the IEF-PCM model, the solute–solvent electro-
static interaction is represented in terms of an apparent charge
density spreading on the cavity surface, giving rise to specific
operators which contribute to the Hamiltonian of the isolated
system (to obtain the final effective Hamiltonian). Such
solvent terms depend on the solute wave function they
contribute to modify, and thus, the problem requires the
solution of a modified self-consistent field scheme.

In general, the solute electronic and nuclear charge
distribution and solvent reaction field are allowed to mutually
equilibrate. However, when the solute undergoes an abrupt
change of its electronic state through a vertical transition,
the relaxation of the reaction field in the direction of the
new solute state may be incomplete (nonequilibrium solva-
tion). Considering the typical time scales characterizing
electronic and nuclear (or molecular) motions, we assume
that only the part of the solvent reaction which is induced
by the polarization of its electrons can immediately be
modified according to the new electronic state, which is
reached by the solute in the transition process. The other
part in the system remains frozen under the previous
equilibrium conditions as determined by the initial state. In
a reasonable approximation, the fast component can be taken
proportional to the dielectric constant at infinite frequency
ε∞ where ε∞ ≈ n2 and n is the refractive index of the solvent.
In IEF-PCM framework, this scheme is implemented by
introducing two sets of apparent charges representing the
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electronic (or fast) and the slow contributions of the solvent
reaction. IEF-PCM has been generalized to CIS and TD-
DFT calculations which also include solvent perturbation
operators in the coupled perturbed scheme; for more details
on the formalism, see refs 35 and 36. The values used in the
following calculations for the ε and ε∞ of water are 78.39
and 1.776, respectively.

2.2. MESP and MED Analysis and Visualization. The
present work involves extensive use of MESP and MED and
their topographical analysis in terms of critical points (CPs).
The CPs provide valuable information about the structure,
bonding features, and environment of the molecule. The
details of electrostatic potential, electron density, topography,
and related concepts may be found elsewhere.14,16,20,21 MESP
and MED over the regular grids enclosing the molecular
system under study were computed using the Gaussian
package.23 The topographical analysis for various electronic
states was performed by following the MOs for each specific
transition and the density matrices computed at respective
levels employing the UNIPROP37 and UNIVIS-200038

packages. In the present study, we have employed the
information provided by (3, -1) MESP and MED CPs
computed in the bonding region between the two molecules.
The Laplacian of the electronic density (∇ 2F(r)) has also
been used to understand the bonding features in this study.16

The negative value of ∇ 2F(r) implies a preponderance of
electron density and hence is an indicator of a covalent bond,
whereas its positive value indicates nonbonding or closed-
shell interaction such as hydrogen bonds between the two
atoms.16–20 The geometry generation and visualization of
scalar fields were carried out with the help of the versatile
visualization package, UNIVIS-2000.38

3. Results and Discussion

The results of the quantum chemical investigation of the
effects of H bonds on excited states in terms of a combined
molecular solvation approach (i.e., a supermolecular descrip-
tion involving hydrogen-bonding effects and the bulk effects
as represented by a continuum solvation) are discussed as
follows.

The analysis is focused on n-π* excited states of the gas
phase and solvated M · · ·H2O clusters studied at the HF/
6-31G(d,p) and CIS/6–31G(d,p) levels (referred to as level
I); B3LYP/6-311++G(d,p) and TDB3LYP/6-311++G(d,p)
(referred to as level II). The additional results for π f π*
transitions are also reported as a comparison.

In order to probe the geometrical and energetic changes
in the excited-state formation/relaxation, we consider the
excitation process to occur via a stepwise mechanism. In
the gas phase, such a mechanism is clear: a relaxed ground
state is first vertically excited into a Franck–Condon (FC)
(i.e., geometrically unrelaxed) excited state, which then
relaxes into a completely equilibrated excited state.

As discussed in section 2.1., in solution, the picture is more
difficult as two different solvation regimes have to be
considered when fast modifications in the solute occur. Here,
these two regimes give rise to the following process: initially
an equilibrated ground state is vertically excited into a FC
state embedded in a nonequilibrated solvent (step 1);

successively, the solvent relaxes toward an equilibrium
regime with respect to the FC state (step 2), and finally both
the solute and solvent reach a completely relaxed state (step
3). This schematization assumes that solvent dielectric
relaxation proceeds faster than the solute geometrical relax-
ation. An alternative approach would be that of deleting step
2 and assuming that solute and solvent relaxations proceed
contemporaneously. Both of these approaches are clearly
approximations of the real process, but they are useful in
the present context as they provide insights about solvation
effects on excited-state formation and relaxation.

Figures 1 and 2 present the schematic representation of
the most stable structures obtained for the ground and relaxed
n-π* excited states at level I and level II for the gas and
solvent phases, whereas in Table 1, we report the corre-
sponding vertical excitation energies (for level I π-π*, data
are also reported).

3.1. Gas-Phase H-Bonded Clusters. For both systems,
a cyclic structure with two hydrogen bonds is found in the
ground state, while the geometrical relaxation of the excited
state results in overall modification of the hydrogen-bonding
picture by pushing the water molecule away from the
carbonyl oxygen (toward the hydrogen of formaldehyde and
urea). Going into a more detailed comparison between the
two systems, we find that H-bond distances are shorter in
urea both for the CO · · ·HOH in the ground state and the
H · · ·OH2 in the relaxed excited state. Such a picture does
not change passing from one to the other level of calculations.
However, DFT computations predict a shortening of the
hydrogen-bond lengths for both the ground and the relaxed
excited states.

Moving to the absorption process, it may be seen from Table
1 that the vertical excitation energies for n f π* transitions
are always lower than the corresponding π f π* transitions.
Also, TD-DFT results are comparatively lower than their

Figure 1. Schematic representation of gas- and solvent-
phase structures of ground (A and B) and n-π* excited (C
and D) states of formaldehyde · · ·water complexes at HF-CIS
and DFT-TD-DFT levels. All of the distances are in ang-
stroms, and the values in parentheses indicate the distances
computed at the B3LYP/6-311++G(d,p) level of theory.
Refer to the text for details.
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corresponding values at the CIS level toward a better
agreement with experiments (see below). Here, however, it
is more interesting to quantify the effect of the H bonds as
described by the two levels of calculations.

In n f π* transitions, the electronic density on the
heteroatom (here, the carbonyl oxygen) decreases upon
excitation. As a result, the tendency of the heteroatom to
form hydrogen bonds is reduced with respect to the ground
state. Introducing the effect of the H-bonded water should
thus lead to higher absorption energy (i.e., a blue-shift), and
the stronger the hydrogen bond is, the larger is the shift.

To verify this picture, we have optimized the structures
of isolated (i.e., in the absence of H-bonded water) formal-
dehyde and urea and calculated the n-π* excitation energies
(this analysis has been limited to level I). The results obtained
are 4.73 and 7.79 eV for formaldehyde and urea, respectively;
by combining these results with the data reported in Table 1
for the gas-phase M · · ·H2O clusters, we obtain blue-shifts
of 0.18 and 0.57 eV for formaldehyde and urea, respectively.

Correlating these shifts with the H-bond distances reported
in Figures 2 and 3, it may be seen that our computations
perfectly reproduce the criterion which is generally used in

the analysis of the shift in the nf π* band for determining
the energy of the hydrogen bond.

The π f π* transitions show an altogether different
behavior as compared to that exhibited by n f π*. In case
of these transitions, it is generally observed that the hetero-
atom is more basic in the excited state than in the ground
state. The resulting excited molecule thus involves a stronger
hydrogen bond as compared to the ground state, and a red-
shift is expected for the excitation energies.

As a result of this, we expect the clusters with stronger H
bonds to give smaller transition energies (i.e., larger red-
shifts). By comparing π f π* transition energies of the
isolated formaldehyde and urea (10.58 and 10.09 eV) with
those reported in the table for the M · · ·H2O systems, we
see that, once again, the predicted behavior is confirmed by
the calculations in which urea shows the largest red-shift.

3.2. Solvated H-Bond Clusters. A look at the Figures 1
and 2 reveals that the solvent effect as incorporated by IEF-
PCM leads to a shortening of (C)O · · ·H(OH) hydrogen bonds
for the ground states of both systems at both levels of
calculations. This shortening indicates strengthening of the
H bond due to the effects of the additional water molecules
(here, represented by the polarizable continuum dielectric).

In the case of the completely relaxed excited states, we
observe structures with a nonplanar solute and only one
hydrogen bond, similarly to what was found in the gas phase.
The larger urea · · ·H2O system presents a larger nonplanarity
due to rotation around the C-N bond. This change may be

Figure 2. Schematic representation of gas- and solvent-
phase structures of ground (A and B) and n-π* excited (C
and D) states of urea · · ·water complexes at HF-CIS and
DFT-TD-DFT levels. All of the distances are in angstroms,
and the values in parentheses indicate the distances com-
puted at the B3LYP/6-311++G(d,p) level of theory. Refer
to the text for details.

Table 1. Excitation Energies (n f π* and π f π*
Transitions) for M · · ·H2O Clusters (M ) Formaldehyde and
Urea) in the Gas Phase and in Watera

level Ib level IIc

molecular system gas/solvent n f π* π f π* n f π*

formaldehyde · · ·H2O gas 4.91 10.57 4.09
water 5.02 10.50 4.17

urea · · ·H2O gas 8.36 9.97 7.17
water 8.77 10.35 7.27

a Excitation energies are in electrovolts. b CIS/6-31G(d,p) level.
c TD B3LYP/6-311++G(2d,2p) level. (Refer to the text for further
details.)

Figure 3. MESP (upper panel) and MED (lower panel) values
for formaldehyde · · ·H2O clusters at the RHF-CIS/6-31G(d,p)
level in the ground and vertical excited states (nπ* and ππ*)
in the gas phase and in water. For the solvated systems, two
vertical excited states are reported corresponding to nonequ-
librium and equilibrium solvation, respectively.
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regarded as a signature of solvation in terms of structural
deformation.

The differences in the geometrical structures of ground
and excited states passing from the gas phase to solvated
clusters are reflected in the shifts in the excitation energies.
The introduction of the continuum solvent leads to a
significant blue-shift for n f π* transitions and a smaller
red-shift for π f π* transitions. This result can be better
explained considering in more details all of the possible
effects that the solvent has on the absorption process.

In the previous section, we quantified the effect of H bonds
on the n f π* transition in terms of the blue-shifts with
respect to the isolated molecule. Here, we can extend such
an analysis by adding the effect of all the other solvent
molecules (i.e., the bulk of the solvent). Such a bulk effect
acts in a 2-fold way: it modifies the structure of the H-bonded
clusters, as commented above, and it directly affects the
ground and excited states by differentially stabilizing them.
As a result of these two effects, the excitation energies will
be changed with respect to the gas-phase clusters. From Table
1, we see that the net bulk effect leads to further blue-shifts
of 0.11 and 0.41 eV for formaldehyde and urea at level I
(this picture remains consistent at level II but with smaller
shifts).

At this stage it is felt worthwhile to dissect these shifts in
terms of their (structural and direct) components. This is
easily obtained by recalculating the excitation energies of
the solvated clusters but, this time, keeping their structure
fixed in the gas-phase geometry. The results obtained are
5.08 and 8.69 eV for formaldehyde and urea, respectively;
these data when compared with the corresponding ones
reported in Table 1 (namely, 5.08 and 8.77 eV) show that
the effects the bulk solvent has on the geometry of the
H-bonded systems (and indirectly on the excitation energies)
are negligible for formaldehyde, whereas they lead to a
further blue-shift (of 0.08 eV) for urea.

The π f π* transitions show an altogether different
behavior as compared to that exhibited by n f π*. In
case of these transitions, we have previously observed that
the heteroatom is more basic in the excited state than in
the ground state. The resulting excited molecule thus
involves a stronger hydrogen bond as compared to the
ground state, and as a result, a red-shift on the absorption
of the cluster is found with respect to the isolated
molecule. Within this picture, the addition of the bulk
effects should induce a further red-shift: this is confirmed
by our calculations in which IEF-PCM π f π* energies
are always smaller than the corresponding ones calculated
in the gas-phase clusters.

Even if the present work is not primarily aimed at a
comparison with experiments, it is useful to conclude this
analysis with some information on the observed spectra
of these compounds. Although the pure electronic n-π*
transition of formaldehyde is forbidden, a band due to
the coupling with vibrational modes mainly involving the
out-of-plane bending motion is observed in the experi-
ments.38 The experimental value38 for the gas phase is
3.5–4.0 eV. An experimental value of the blue-shift for
monomeric formaldehyde in water is not available due to

the formation of oligomers. However, it is likely to be
around 0.23 eV, the value observed for acetone. The
results reported in Table 1 when compared to the values
of the free molecule in the gas phase (4.73 eV at level I
and 3.96 eV at level II) lead to shifts on the order of 0.16
eV (level I) and 0.13 eV (level II) for the isolated
supermolecule and 0.26 eV (level I) and 0.21 eV (level
II) for the solvated (IEF-PCM) one.

To the best of our knowledge, UV absorption spectra of
urea have not been investigated in depth, and the electronic
transitions of the urea chromophore have not been determined
either experimentally or theoretically.

3.3. MESP and MED Analysis. Figures 3 and 4 depict
the graphical comparison of the MESP and MED values for
n f π* and π f π* (the electrostatic potential values in
the graphs are converted into kcal/mol counterparts) in the
gas phase and in solution. The details of the nf π* transition
for the gas phase and solvent phase are summarized in Tables
2 and 3, respectively.

The variation of MESP plotted in a plane containing the
molecular system and hydrogen bonds is finally depicted in
Figure 5 for solvated clusters at the ground, vertical
excitation, and completely relaxed n-π* excited states. The
positive-valued electrostatic potential is indicated by the red
color and the negative valued potential by blue. The white
region between the molecules stands for the small or zero-
valued potential value or bonding region of the cluster.

The trends in the MESP and MED for formaldehyde · · ·H2O
and urea · · ·H2O complexes are qualitatively similar. The -NH2

Figure 4. MESP (upper panel) and MED (lower panel) values
for urea · · ·H2O clusters at the RHF-CIS/6-31G(d,p) level in
the ground and vertical excited states (nπ* and ππ*) in the
gas phase and in water. For the solvated systems, two vertical
excited states are reported corresponding to nonequlibrium
and equilibrium solvation, respectively.
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groups in the case of urea have marginal effects on the
hydrogen-bond-forming ability. The results in Figures 2 and 3
indicate that the MESP CP becomes more positive on nf π*
excitation, whereas for πf π* vertical transition, this change
is rather small due to marginal perturbation in the H-bonding
environment. In the case of electron density, the n f π*
excitation show a decrease in the transition from the ground to
the vertical excited state but only a very small increase for the
π f π* transition.

In general, it may be noticed that the CP values computed
within the DFT framework (level II) are higher than their
counterparts within the HF framework (level I). The reason
for the differences in the absolute values may be attributed
to the difference in the molecular geometries at the HF and
DFT/B3LYP levels. In the case of the DFT level, the proton
of H2O was pulled more toward the carbonyl oxygen, and
the angle of approach has been found to be larger at the HF
level (see Figures 1 and 2).

Figure 5. Schematic representation of structures and MESP mapped on the planes containing molecules and hydrogen bonds
computed for (A) formaldehyde · · ·H2O and (B) urea · · ·H2O complexes at the RHF-CIS/6-31G(d,p) level in the (i) ground state
(solvent), (ii) vertical excitation state (solvent), and (iii) fully relaxed excited states (solvent).

Table 2. Details of MESP and MED Critical Points (3, -1) for n f π* Transition of M · · ·H2O clusters (M ) Formaldehyde
and Urea) in the Gas Phasea

level I level II

ground state vertical exc. state relaxed exc. state ground state vertical exc. state relaxed exc. state

(A) Formaldehyde · · ·Water Complex
MESP 0.039 0.123 0.039 0.069 0.157 0.007
F(r) 0.017 0.014 0.012 0.023 0.019 0.016
∇ 2F(r) 0.057 0.053 0.037 0.082 0.077 0.057

(B) Urea · · ·Water Complex
MESP 0.038 0.151 0.029 0.063 0.225 0.069
F(r) 0.016 0.017 0.007 0.026 0.027 0.024

0.022 0.018 0.015
∇ 2F(r) 0.071 0.065 0.049 0.103 0.107 0.085

a MESP and MED values at the CPs are in atomic units (au). Level I: CIS/6-31G(d,p). Level II: TD B3LYP/6-311++G(2d,2p). (Refer
text for further details.)

Table 3. Details of MESP and MED Critical Points (3, -1) for n f π* Transition of M · · ·H2O Clusters (M ) Formaldehyde
and Urea) in Watera

level I level II

ground
state

vertical exc.
state (NEQ)

vertical exc.
state (EQ)

relaxed exc.
state

ground
state

vertical exc.
state (NEQ)

vertical exc.
state (EQ)

relaxed exc.
state

(A) Formaldehyde · · ·Water Complex
MESP 0.034 0.119 0.122 0.025 0.069 0.150 0.155 0.035
F(r) 0.018 0.015 0.015 0.015 0.026 0.023 0.023 0.023
∇ 2F(r) 0.056 0.052 0.052 0.035 0.095 0.094 0.095 0.074

(B) Urea · · ·Water Complex
MESP 0.027 0.148 0.156 -0.009 0.059 0.106 0.115 0.009
F(r) 0.024 0.019 0.019 0.017 0.035 0.035 0.035 0.019
∇ 2F(r) 0.077 0.070 0.070 0.048 0.117 0.122 0.120 0.069

a MESP and MED values at the CPs are in atomic units (au). Level I: CIS/6-31G(d,p). Level II: TD B3LYP/6-311++G(2d,2p). (Refer
text for further details.)
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The inclusion of the external IEF-PCM continuum does
not change the qualitative behavior of MESP and MED
values observed in the gas phase, but it affects the absolute
values.

In greater detail, the first step of the excitation process
(namely, the vertical excitation with a nonequilibrium solvent)
presents the same features observed in the gas phase: MESP
values at a CP increase of ∼3–4 times with respect to the
ground-state value for level I (and ∼2 times for level II). These
CP values show a further small increment when solvent is
allowed to become equilibrated. Once again, the final relaxation
of the solute geometry (in equilibrium with the solvent) is
accompanied by a significant reduction of the MESP to a value
nearly close to the ground-state one. The sudden modification
of electrostatic potential values while going from the ground
state to different excited states was reported previously by
Shukla and Leszczynski,27b whereas preliminary analyses on
the effects of excitations on MESP were given by Tomasi and
co-workers more than 3 decades ago.41

As a final analysis, let us consider ∇ 2F(r) values evaluated
at the MED CP (see Tables 2 and 3). We recall that negative
values of ∇ 2F(r) at the MED CP have been used as an
indication of a covalent bond, whereas positives value are
an indicator of noncovalent or hydrogen-bonded character.
From the results reported in Tables 1 and 2, we have
confirmation of this indication: ∇ 2F(r) values evaluated at
the MED CP are all positive for both systems either in the
gas phase or in water. However, for this property, the effect
of excitation is rather small.

4. Summary

This article presents an investigation on the correlation
between hydration effects and nf π* and πf π* excitation
processes in carbonyl compounds.

In such an analysis, two different models have been
compared, one using gas-phase H-bonded clusters and the
other using H-bonded clusters plus an external continuum
solvation (IEF-PCM). To describe the formation/relaxation
of the excited state, a different stepwise mechanism is
introduced in both models. For the gas phase, the standard
picture in terms of a two-step process passing through the
Franck–Condon state is used, while for IEF-PCM solvated
clusters, a further intermediate step corresponding to solvent
dielectric relaxation in succession to the vertical excitation
is added to include bulk water effects. The changes in
geometries and energetics of the ground and excited states
have been analyzed using two popular scalar fields, that is,
the molecular electrostatic potential and the molecular
electron density.

The MESP CPs show a drastic increase (about 2–3 fold
with respect to the ground state) upon first excitation, and
this remains fairly similar when solvent relaxation is
considered. However, solvent equilibrium along with the
complete geometrical relaxation leads to a stabilization of
the MESP value close to the ground-state value. A different
behavior is found for MED, for which a significant decrease
is observed for n f π* transitions and a minor increase for
πf π* transitions. These trends in the scalar fields may be
attributed to structural distortions in the planarity of the

molecule and in the modification of the hydrogen-bond
network. By contrast, the Laplacian of electron density,
∇ 2F(r), values show very subtle changes after excitation.
Hence, the information from ∇ 2F(r) seems not to be usefully
exploited to draw any specific conclusion about possible
correlations between hydrogen bonds, bulk effects, and
electronic excitations.

It is expected that more studies based on a similar approach
for different carbonyl compounds are necessary to generalize
the conclusions. Further studies on a similar theme are
underway in our laboratory.
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Abstract: In this article, we present a fragment model potential approach for the description of the
crystalline environment as an extension of the use of embedding ab initio model potentials (AIMPs).
The biggest limitation of the embedding AIMP method is the spherical nature of its model potentials.
This poses problems as soon as the method is applied to crystals containing strongly covalently
bonded structures with highly nonspherical electron densities. The newly proposed method addresses
this problem by keeping the full electron density as its model potential, thus allowing one to group
sets of covalently bonded atoms into fragments. The implementation in the MOLCAS 7.0 quantum
chemistry package of the new method, which we call the embedding fragment ab inito model potential
method (embedding FAIMP), is reported here, together with results of CASSCF/CASPT2 calculations.
The developed methodology is applied for two test problems: (i) the investigation of the lowest ligand
field states 2A1 and 2B1 of the Cr(V) defect in the YVO4 crystal and (ii) the investigation of the lowest
ligand field and ligand–metal charge transfer (LMCT) states at the Mn(II) substitutional impurity doped
into CaCO3. Comparison with similar calculations involving AIMPs for all environmental atoms,
including those from covalently bounded units, shows that the FAIMP treatment of the YVO4 units
surrounding the CrO4

3- cluster increases the excitation energy 2B1f
2A1 by ca. 1000 cm-1 at the

CASSCF level of calculation. In the case of the Mn(CO3)6
10- cluster, the FAIMP treatment of the

CO3
2- units of the environment give smaller corrections, of ca. 100 cm-1, for the ligand-field excitation

energies, which is explained by the larger ligands of this cluster. However, the correction for the
energy of the lowest LMCT transition is found to be ca. 600 cm-1 for the CASSCF and ca. 1300
cm-1 for the CASPT2 calculation.

I. Introduction

When using the molecular orbital (MO) approach for the
description of local properties of crystals, one has to take

special care because of their periodic nature. The MO method
of choice is normally applied to a representative part of the
structure, usually a part of the unit cell, but the effects of
the infinite environment cannot be ignored. All proposed
solutions are based on the principles of localization and the
separability of a many-electron system into subsystems. One
of the simplest solutions was pioneered by Sugano and
Shulman.1 They surrounded the structure with point charges
to reproduce the electrostatic potential. In the field of organic
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crystal research, this principle was extended to the super
molecule2 (SM) and quantum mechanics/molecular mechan-
ics (QM/MM)-based3 models, which are of value in geo-
metrical analysis. For the study of inorganic crystals,
however, accurate SM-based models quickly become com-
putationally too expensive because they include the nearest
neighbors into the wave function. Crystals containing metals
need to be described using larger basis sets and more accurate
multiconfigurational expansions of the wave function. It is
also beneficial to be able to limit any electron correlation
treatment to the central part of the system.4

The embedding ab initio model potential (AIMP) method,5

which proved to be successful in many applications,6

addresses this by replacing the nearest neighbors by a set of
frozen electron densities. These densities are represented by
spherical model potentials centered on the atomic positions.
Herein lies its major limitation: the environment cannot
always easily be divided into spherical ions. When strongly
covalently bonded structures are present, the resulting
electron density is anisotropic and not accurately represent-
able either by a set of spherical densities or a single large
spherical density. A natural following step would be the
generalization of the embedding AIMP method to covalently
bounded groups of atoms (which we call fragments).

The fragment approach has a long history in quantum
chemistry, and many versions of this approach have been
proposed in the past. For instance, in the integrated ab initio
plus molecular mechanics geometry optimization (IMMOM)
method,7 the chemical groups linked to the active site through
a single bond are replaced by the hydrogen atom, while
nonbonded interactions of the active site with other atoms
in the molecule are described by the MM force field. More
rigorous approaches are based on the theory of separability
of many-electron systems consisting of weakly interacting
parts8,9 for which effective group potentials (EGPs) can be
rigorously introduced. Thus, Katsuki10 and Mejias Romero
and Sanz11 have developed EGPs for chemical groups linked
to the active site by intermolecular interactions, without
taking into account charge transfer effects. These effects are
incorporated in the effective fragment potential (EFP)
approach, which includes a small basis set on the fragment,
simulating the covalent interactions of some fragment
electrons with the active site, while the interactions with other
electrons of the fragment are described by a model potential.
Ohta et al.12 have proposed an EFP for the NH3 groups which
included only the lone pair orbital of the nitrogen in the basis
set. von Arnim and Peyerimhoff13,14 have developed an EFP
version for small chemical groups where the short-range part
of the potential is stored in an intermediate atomic orbital
basis set and the long-range part of the potential is simulated
by multipole expansions. Another version of this approach,
proposed by Colle et al.,15,16 uses the nonlocal representation
for the short-range part of the fragment potential, including
the short-range part of the Coulomb interaction, expressed
via molecular orbitals of the fragment. An alternative
approach is the EGP method introduced by Durand and
Malrieu,17 which is a shape-consistent potential aimed at the
reproduction of the active valence orbitals of the fragment,
rather than its entire effect on the active site, as was the goal

of the EFP. The EGP method was developed by the Toulouse
group18 and proved to be often a reliable tool of fragment
calculations of the molecules.19

In this article, we propose the embedding fragment ab inito
model potential (embedding FAIMP) method, which is
basically an extension of the conventional embedding AIMP
over polyatomic groups. It uses exact potentials in the sense
that a multiatom fragment can be treated as a single entity
and is represented by its full electron density. When used
with single atom fragments, the method is functionally
identical to the embedding AIMP method. The details of the
method are presented in the next section, and the details of
its implementation into the MOLCAS-7.0 quantum chemistry
software are given in section III. Then, in section IV, we
apply this method for two substitutional impurity problems.

II. Method Description

The FAIMP method assumes some of the approximations
of the AIMP method and improves other ones. In particular,
FAIMP assumes the frozen environment approach (typical
of embedding techniques), which makes it applicable only
to the calculation of local properties, namely, those which
depend strongly on the local geometry and electronic
structure of a reference cluster and depend only secondarily
on the electronic structure of the environment. The frozen
environment approach is a basic assumption in the AIMP
embedded cluster method, and although improvements
including lattice relaxation and polarization have been
explored,6 it has been found that it is very accurate when
applied to very ionic hosts where monatomic ions are easily
distinguished. It is reasonable to expect that the frozen
environment approach should equally apply to more complex
hosts where ionic interactions also occur among fragments
(which can be monatomic but also polyatomic ions), whereas
covalent interactions may occur within the polyatomic
fragments. In these cases, the existing covalent interactions
within the polyatomic fragments should be adequately treated
at the stage of generating the effective embedding potential,
so that the effective potential corresponds to the electronic
structure of a polyatomic density instead of corresponding
to a set of monatomic electronic densities (examples of hosts
of this type are YVO4 and CaCO3, treated in section IV).
Otherwise, the interactions between the reference cluster and
the external fragments are subject to the same approximations
and, presumably, to the same accuracy, as in previous
applications of the AIMP embedded cluster method. Con-
sistently, the frozen fragment electronic structure would
generate polyatomic Coulomb, exchange, and projection
operators which can either be calculated explicitly, this being
the alternative in the present implementation, or be subject
to further approximation along the usual AIMP recipes for
representing local and nonlocal operators, this being the target
of future implementations. This latter step should result in
significant savings in the evaluation of the FAIMP one-
electron integrals in the cluster basis set.

II.1. The Energy Expression. For the derivation of the
embedding FAIMP Hamiltonian, we consider a central
cluster surrounded by a frozen environment consisting of
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multiatom fragments. The many-electron nonrelativistic
Hamiltonian of this system with Nclus + Nenv electrons reads

Htot ) ∑
i

Nclus+Nenv {-1
2

∇ i
2 -∑

K

ZK

|ri -RK|} + ∑
i>j

Nclus+Nenv
1
rij

+

∑
K>L

ZKZL

|RK -RL|
(1)

Within the theory of separability of many-electron systems
(group-function theory),8,9 the total wave function for the
system is written as a generalized antisymmetric product of
group wave functions. Each group wave function can be a
single or multiconfigurational expansion with the added
limitation that the number of electrons in each group is
constant. This means any electron correlation or electron
transfer between groups is ruled out. If the group wave
functions fulfill the strong orthogonality condition,20 the
effective electronic Hamiltonian for a single group G can
be written as

Heff
G )HG +∑

i
∑
L∉ G

ZL

|ri -RL|
+∑

i
∑
j∉ G

1
rij

(2)

It includes the interactions of the electrons of the group with
the nuclei (core-attraction) and electrons (Coulomb repulsion
and exchange) of all other groups. In practice, this equation
cannot be used as-is, however, as its rigorous application would
lead to variational collapse of the active electron orbitals onto
the frozen orbital space of the fragments because the orthogo-
nality conditions are not imposed. They can be applied following
the procedure by Huzinaga and Cantu.6,8

As most solutions of the many-electron Hamiltonian are
based on orbital expansions, we assume for simplicity that
we are dealing with a closed-shell Hartree–Fock (HF)
calculation. In this case, the orbitals are solutions of the
following Fock equation:

Ftot|�i〉 ) {-1
2

∇ 2 -∑
K

ZK

|r-RK|
+∑

j

(2Jj -Kj)} |�i〉 ) εi|�i〉

(3)

Now, when we split the system into cluster and environment
electrons, subject the orbitals to the following orthogonality
conditions:6,8

〈�i
env|�j

env〉 ) δij 〈�i
clus|�j

env〉 ) 0 〈�i
clus|�j

clus〉 ) δij

(4)

and minimize the total energy under the variational restriction
that �env remain frozen, we obtain

{ F tot - [∑env

|�env〉〈 �env|F tot +F tot ∑
env

|�env〉〈 �env|]} |�clus〉 )

ε
clus|�clus〉 (5)

Then, if we choose the frozen environment orbitals to be
eigenfunctions of Ftot, we obtain a Huzinaga-Cantu-like
equation: 6,8

{ F tot +∑
env

(-2ε
env)|�env〉〈 �env|} |�clus〉 ) ε

clus|�clus〉

(6)

Combining this with group-function theory, we obtain the
following Hamiltonian for the central cluster:

H eff
clus )H clus + ∑

i

Nclus

∑
L∈ env

ZL

|ri -RL|
+ ∑

i

Nclus

∑
j

Nenv
1
rij

+

∑
F

Nfrag

∑
o∈ F

occ

(-2εo)|�o
F〉〈 �o

F| (7)

with �0
F being an occupied orbital of fragment F and Nfrag

the number of fragments in the system.
The first two correction terms are trivial to implement,

but the last term (the projection operator) needs to be
rewritten in linear combination of atomic orbitals (LCAO)
form, based on the expansion �o

F ) 2∑λ∈ F coλλ �o ) ∑λ∈F

coλλ and the expression for the energy-weighted density
matrix Wλσ ) 2∑o∈ F

occ
εocoλcoσ :

Hµν
proj )∑

F
∑
o∈ F

occ

(-2εo)〈µ|�o
F〉〈 �o

F|ν〉

)∑
F

∑
o∈ F

occ

∑
λσ∈ F

(-2εo)coλcoσ〈µ|λ〉〈 σ|ν〉

)-∑
F

∑
λσ∈ F

Wλσ
F 〈µ|λ〉〈 σ|ν〉 (8)

Noting that, in this and the following expressions, the
indices µ and ν loop over the basis functions of the cluster
and the indices λ and σ loop over the basis functions of the
fragments F (which means both indices should always point
to basis functions of the same fragment),21 the complete
electronic energy can be written in LCAO form:

E clus,eff )E clus +∑
µν

Dµν{ ∑
L∈ env

〈µ|
ZL

|r-RL|
|ν〉 +

∑
λσ

Dλσ
F (µν||λσ)-∑

λσ
Wλσ

F 〈µ|λ〉〈 σ|ν〉} (9)

where the density matrices of the cluster and the fragments
are defined as

Dµν ) 2∑
o∈ S

occ

coµcoν (10a)

and

Dλσ
F ) 2∑

o∈ F

occ

coλcoσ (10b)

respectively. When expression 9 is applied to fragments
consisting of single atoms, the resulting energies are com-
parable to those obtained using the electronic embedding
AIMP Hamiltonian. The energy of the AIMP embedded
cluster, however, also contains an effective nuclear repulsion
term between the nuclei in the cluster and in the environment:

Enuc
AIMP ) ∑

K∈ clus
∑

L∈ env

ZKZL

RKL
(11)

II.2. First Derivatives of the Energy. In order to
determine the first derivative of the full FAIMP Hamiltonian,
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one first has to determine all constant terms: the fragments’
orbital energies and coefficients and the fragment atoms’
Mulliken charges. This leads to the following expression for
taking the derivative with respect to the positions of the atoms
of the central cluster {R}:

∂E clus,eff

∂R
) ∂E clus

∂R
+ ∑

K∈ clus
∑

L∈ env

ZKZL

∂RKL
-1

∂R
+

∑
µν

Dµν{ ∑
K∈ env

∂

∂R〈µ|
ZK

|r-RK|
|ν〉 +∑

λσ
Dλσ

F ∂

∂R
(µν||λσ)-

∑
λσ

Wλσ
F ∂

∂R
〈µ|λ〉〈 σ|ν〉} [+∑

µν

∂Dµν

∂R { ∑
L∈ env

〈µ|
ZL

|r-RL|
|ν〉 +

∑
λσ

Dλσ
F (µν||λσ)-∑

λσ
Wλσ

F 〈µ|λ〉〈 σ|ν〉} ] (12)

The last set of terms contains the derivative of the cluster’s
density matrix. Because the fragment orbitals are also
eigenfunctions of Fclus (see eq 5), these terms should be
added to similar terms occurring when determining the
derivative of Eclus in the Hartree–Fock case.23 This means
they are also included in the term

-∑
µν

Wµν

∂Sµν

∂R
(13)

already calculated in ∂Eclus/∂R. This means that eq 12 is in
principle only valid when the set of terms in square brackets
is removed.

III. Implementation Details

The Hamiltonian of the considered system in the environment
of fragments, represented by their full molecular density, can
be expressed as follows:

Hµν
FAIMP )Hµν -∑

E
〈µ|

ZE

|r-RE|
|ν〉 +

∑
M

∑
ab∈ M

Dab
M [(µν|ab)- 1

2
(µa|νb)] +
∑
M

∑
A∈ M

(-2εA)〈µ|A〉〈 A|ν〉

where µν are the basis functions of the central cluster and
ab are the basis functions on atoms E of each fragment M
used to compute the fragment orbitals A and the density
matrices Dab

M. In the derivation of the energy expression,
an all-electron description of the cluster is assumed. The
energy expression is equally valid for usage with effective
core potentials6 if the core potential Hamiltonian is used
instead of Hclus. The same argument can be used for the
fragments. They can also be constructed using ECP-type
basis sets. As in the regular case, only interaction integrals
are calculated, so constant one-center contributions are
omitted. Finally, the relativistic effects can be included in
the same fashion as in the AIMP approach.6

The FAIMP energy and first derivatives are implemented
in the MOLCAS 7.0 package.24 After the geometry of the
system is read, where the fragments are specified just as one
center (which is normally taken to be an obvious location
like the symmetry center or the center of mass), fragments

are expanded (new atoms created from the fragment’s atoms)
according to the specifications in the fragment density library,
and all other data for the fragments are read. Several routines
are modified/added to the SEWARD module from MOLCAS
suite of programs to evaluate the fragment-related integrals
(Figure 1), beside the regular integrals Hµν:

1.Nuclear attraction integrals between the cluster’s elec-
trons and the fragment nuclei of the expanded fragment
atoms:

∑
E

ZE

rµ -RE

2.Projection integrals, which are assembled from energy-
weighted density matrix Wλσ

M and the two overlap integrals
〈µ|λ〉 and 〈σ|ν〉 and contracted afterward. The results are
added to the one electron Hamiltonian:

Pµν
FAIMP )∑

M
∑
A∈ M

(-2εA)〈µ|A〉〈 A|ν〉

)∑
M

∑
A∈ M

(-2εA)〈µ|∑
λ∈ M

cAλλ〉〈 ∑
λ∈ M

cAλλ|ν〉

)-∑
M

∑
λ∈ M

∑
A∈ M

2εAcAλcAσ〈µ|λ〉〈 σ|ν〉

)-∑
M

∑
λσ∈ M

Wλσ
M 〈µ|λ〉〈 σ|ν〉

3.Two-electron interaction integrals. A relative efficiency
is obtained with proper prescreening at this stage, by
eliminating the intracluster and intra- and interfragment
integrals and calculating only the cluster-fragment integrals.
These are added locally to the one-electron Hamiltonian:

∑
M

∑
ab∈ M

Dab
M [(µν|ab)- 1

2
(µa|νb)]

With all one- and two-electron integrals computed, the
SCF module computes a HF electronic density, from which
a small utility (MAKEFAIMP) generates the fragment AIMP
basis set. The resulting so-called FAIMP basis set can be
included in the Fragment library, but it is not a regular basis

Figure 1. Flowchart of the FAIMP procedure implemented
in the MOLCAS-7.0 package.
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set. It consists of a standard name (X.FRAGMENT.author.0s.
0s.0e-FAIMP-compoundName-etc), the name of the standard
basis sets of the participating atoms, relative (to the position-
ing center that is specified in the input) coordinates of the
fragment atoms, orbital energies and coefficients of the
occupied fragment orbitals, and Mulliken charges on each
atom of the fragment from the calculated SCF wave function.
The fragment AIMP generated in this way for a particular
crystalline environment can be used in other crystals as well,
but when generated for the specific environment, it will give
better results. It is, though, a good idea to use FAIMP from
other crystals as a starting point for the considered environ-
ment. The possibility to perform geometry optimization is
implemented in the ALASKA module, where the first
derivatives are calculated in the way described above.

The fragment AIMP method was designed to be a gene-
ralization of the AIMP method,5,6 and the same iterative
procedure is used to obtain the fragments’ orbital energies
and coefficients so that (energy-weighted) density matrices
are obtained that correspond to fragments in a perfect
crystalline environment. The iterative procedure uses re-
stricted Hartree–Fock calculations to obtain the basis sets.
Methods incorporating electron correlation can be used too,
though the equations are not formally valid for them and
have not been tested. The starting point (when no FAIMPs
are available to start with) is a single-point SCF calculation
of each multiatom molecular fragment that can be considered
as a single entity in the crystalline structure. The resulting
total density of the fragment from the first single-point
calculation is taken as the embedding fragment’s basis set
for the subsequent run. By alternating the different fragments
on the position of a central cluster and employing densities
from the previous steps as input for the embedding fragments,
a new and improved electron density is generated. The central
cluster is usually embedded in a few shells of FAIMP and
eventually a few shells of point charges. The self-consistent
iterative procedure continues until convergence (usually
∼25–30 steps) and is implemented as a shell script, which
can be concisely summarized as follows:

while [SCF Energy not converged]
do
for EachFragment in AllFragmentTypes
do
Molcas (SEWARD) compute integrals
Molcas (SCF) calculate SCF wavefunction
MAKEFAIMP generate FAIMP basis set out of the SCF

wavefunction
done
done

The described implementation of the FAIMP method in
the MOLCAS 7.0 package still lacks two essential features.
First, it is not yet in the AIMP representation6 but is still
represented by a collection of bielectronic Coulomb and
exchange integrals between cluster and fragment orbitals.
In order to achieve the AIMP representation, the short-range
Coulomb and exchange interaction should be represented via
nonlocal operators, as it was proposed, for instance, for EFP
by von Arnim and Peyerimhoff.13,14 Second, the symmetry
is not yet implemented for the FAIMP procedure.

The FAIMP is particularly suitable for ionic hosts formed
by polyatomic ions or charged fragments, as commented
upon above. Consequently, the fragment group functions are
expected to be naturally localized within the fragment volume
(the same is true for the reference cluster, as commented
upon above). Thus, the basis set used to obtain the fragment
molecular orbitals can be restricted to include only the bases
of the atoms forming the fragment. This natural localization
allows for the use of smaller fragment basis sets than the
ones that would be presumably needed if standard Hartree–
Fock calculations with (partly frozen) localized orbitals
would be performed. The latter would be superior, however,
in cases where the environment is not naturally localized,
as it has been demonstrated in the study of defects and
chemisorption in metallic surfaces.25

IV. Illustrative Calculations

In order to assess the importance of the FAIMP approach
for the treatment of the effects of covalently bonded groups
on the electronic structure of transition metal clusters, we
made test calculations for two substitutional impurity sys-
tems: (i) YVO4:Cr5+ and (ii) CaCO3:Mn2+. In both of these
cases, no geometry optimization has been done. The main
goal of these calculations was the comparison of FAIMP
and AIMP approaches.

IV.1. Cr(V) Impurity in YVO4 Crystal. Cr(V)-doped
yttrium vanadate (YVO4) is a member of a class of
compounds with a potential use as tunable solid-state lasers.
In this system, chromium has a high oxidation state, which
has only been found to be stable in a tetraoxo coordination.
If the CrO4

3- structure was in a pure tetrahedral environment,
it would have an 2E ground state and a 2T2 excited state
several thousand wavenumbers higher in energy. The YVO4

crystal, however, exhibits a distortion with an elongation
along the binary axis26 (in contrast with a more common
compression along this axis),27 lifting the degeneracy of the
2E state. For the case of CrO4

3-, crystal field theory (CFT)
predicts the 2B1 state (dx2–y2) to be the ground state. EPR28

and optical absorption29 experiments, however, predict an
2A1 (dz2) ground state. This is surprising, even more so
considering the fact that the splitting of the 2T2 state does
occur as predicted by CFT.29

A number of explanations for this phenomenon have been
proposed. It was suggested that it is due to strong covalency
in the Cr-O bonding28 or strong interactions with Y3+ ions
in the second coordination sphere of chromium as revealed
by DFT calculations.29 A recent study by Pascual et al.30

used CASSCF calculations on the CrO4
3- cluster in com-

bination with the AIMP method for the description of the
crystalline environment. Their findings are in agreement with
experiments regarding structure and ordering of the states.
They concluded that the ordering is 76% due to direct and
indirect embedding effects and 24% due to strong covalency.
In order to do this type of calculation, the VO4

3- ions had
to be modeled as V5+ and O2- ions, imposing spherical
electron densities. A FAIMP description of the crystal is
more in line with the nature of the crystal, as the entire
fragment can be described as a single entity.
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In the present study, the Cr(V) impurity in the YVO4

crystal has been modeled by the CrO4
3- central cluster

surrounded by one layer of Y3+ and VO4
3- fragments and

eight layers of point charges in a I41/amd crystalline structure
reoriented to conform to a D2d site symmetry (Figure 2). The
geometry of the CrO4

3- cluster was taken from ref 30 for
the ground state 2A1, where it was optimized in the embedded
AIMP CASSCF calculation. The fragment densities were
constructed and optimized for three entities: one for yttrium
and two for two orientations of the vanadate ion, as the
current MOLCAS implementation does not provide auto-
matic rotation of fragments and their density matrices. The
point charges have the values of the net charge of the
fragments located at their fragment centers. The frontier
charges were scaled according to Evjen’s method31 in order
to attain a zero-charged environment.

For the description of the central CrO4
3- cluster, two basis

sets were used: The first was an ANO-RCC basis set,32

contracted to [7s6p4d3f2g] for chromium and [4s3p2d1f] for
oxygen and designated as “RCC” in the discussions. The
second employed basis set, accompanying the core CG-

AIMP by Barandiarán and Seijo,33 was augmented with three
f functions34 and contracted as [4s4p5d1f] for chromium and
[2s3p1d] for oxygen and referred to as “ECP”. These are
the same basis sets as used in a previous AIMP study by
Pascual et al.,30 thus allowing us to directly compare the
present FAIMP results to these AIMP results. For the
fragments, we constructed the FAIMP densities from three
atomic basis sets, more specifically, an ANO-DK3 basis set35

for all atoms (denoted as “DK3”), an ANO-RCC basis set,
using a DZP contraction for all atoms (denoted as “RCC”),
Cowan-Griffin relativistic core model potentials with a
[3s3p4d] contraction of Barandiarán’s AIMP36 for yttrium,
a [3s3p4d] contraction of Seijo’s AIMP37 for vanadium, and
a [2s4p1d] contraction of Barandiarán’s AIMP33 for oxygen
(denoted as “ECP”). The combinations of cluster basis and
fragment basis sets will be denoted as RCC + DK3, RCC
+ RCC, and ECP + ECP. The FAIMP basis sets for the
fragments were optimized to a convergence criterion of ∆E
< 10-8 Hartree, which was achieved in 20–25 iterations,
compared to an average of seven iterations for the atomic
AIMP method.

The relative energies of the 2A1 and 2B1 states of the
CrO4

3- cluster were determined using the aforementioned
combinations of basis sets using the CASSCF/CASPT2
method.38–40 The active space consisted of the 3d orbitals
of chromium and the 2p orbitals of the four oxygens for a
total of 25 electrons in 17 active orbitals. The dynamical
correlations were computed at the CASPT2 stage by cor-
relating all but 1s of oxygen and 1s, 2s, and 2p electrons of
Cr and V atoms. All ab initio calculations were performed
with the MOLCAS 7.0 software.

The results for the first excitation energy are shown in
Table 1. The calculated energies show a stronger dependence
on the basis set in the case of a cluster embedded in the
crystal than in the gas phase. This is especially the case for
the CASPT2 calculations. The CASSCF excitation energy
for the ECP + ECP basis can be compared directly with a
similar AIMP calculation in ref 30, which gave a value of
1650 cm-1 for the direct 2B1 f

2A1 gap. As we can see
from Table 1, this result differs from the FAIMP calculation
by ca. 1000 cm-1. Although we cannot check the accuracy
of these predictions by confronting them with experimental
results, the obtained difference in the two approaches is large
enough to justify the need for the FAIMP method in this
case.

IV.2. MnII Impurity in Calcite. Divalent manganese in
calcite is one of the most investigated substitutional impuri-
ties in molecular crystals. Calcite is the rhombohedral form
of CaCO3 and belongs to the space group D3d

6.41 There are
two nonequivalent Ca(II) sites in the calcite corresponding
to the alternation of the orientations of the CO3

2- ions in
the successive carbonate planes. The manganese(II) ions
substituting the calcium(II) ions in calcite are octahedrally
coordinated to six nearest-neighbor oxygen atoms of carbon-
ate ions (Figure 3, bottom). Detailed structural investigations
by X-ray standing waves and extended X-ray absorption fine
structure (EXAFS) have shown42 that the Mn-O distance
is found to be the same as in the isostructural MnCO3 (2.18
Å). Since this is shorter than the Ca-O distance in calcite

Figure 2. Schematic representation of the cluster CrO4
3-

(bottom) embedded into one layer of VO4
3- FAIMP (small

balls) and one layer of Y3+ AIMP (large balls) (middle) and
eight layers of point charges (top). The view is along the 4-fold
symmetry axis.
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by 0.18 Å, in order to match other interatomic distances
revealed by EXAFS, the relaxation of neighboring CO3

2-

ions was supposed, the main feature being the rotation of
Mn-O(1)-C planes by 20°.42 The recent ligand-field (LF)
simulations of optical transitions and EPR in CaCO3:Mn2+ 43

have further refined the geometry of six oxygens surrounding
the manganese ions; however, the structural changes were
found to be rather small. In the following, we adopted a
simplified structural model for the manganese impurity,
which only included the relaxation of the Mn-O bond
by 0.18 Å, while all other nuclear coordinates were left
unchanged.

We performed CASSCF/CASPT2 calculations of the
Mn(CO3)6

10- cluster (Figure 3, bottom) with Cowan-Griffin
relativistic core model potentials with a [3s3p4d] contraction
for Mn,33 a [2s3p1d] contraction for carbon, and a [2s4p1d]
contraction for oxygen. The embedding into the calcite lattice
was simulated by two layers of FAIMPs (or atomic AIMPs
for performance comparison with the AIMP method) on
CO3

2- ions and two layers of AIMPs on Ca2+ ions around
the central cluster (Figure 3, middle) and seven layers of
point charges replacing these two types of ions (Figure 3,
top). For the CO3 fragments, two different FAIMPs were
constructed and optimized corresponding to two orientations
of the carbonates in the calcite crystal. The five unpaired
electrons on the MnII impurity make the 6A1 ground state,
relative to which the first 24 quartet LF excited states were
calculated. For the LF states, a minimal active space was
employed, consisting of five 3d orbitals of manganese and
an additional five double-shell orbitals, that is, five electrons
in 10 orbitals of active space. Dynamical correlation effects
were computed at the CASPT2 stage by correlating all
electrons (the core–electrons were represented by ECP). To
reduce the computational effort for these calculations, the
virtual space was reduced by 200 orbitals out of a total of
470 functions. Besides LF excitations, the lowest ligand-to-
metal charge transfer (LMCT) state was evaluated as well
with both atomic AIMPs and FAIMPs in the same environ-
ment and with an enlarged active space. The relatively large
size of the ligands leads to a closely spaced manifold of
molecular orbitals; therefore, in order to have converged
CASSCF and CASPT2 calculations, it was necessary to use
a rather extended active space of 35 electrons in 20 orbitals.

The results of the calculations are shown in in Table 2.
The first column in the table shows the free ion Mn(II)
parentage of the LF terms, which is meaningful given that
the weak ligand-field scenario is realized in the complex
Mn(CO3)6

10-.43 The trigonal symmetry of the cluster and
the environment require that the T terms split into nonde-
generate A and double degenerate E representations of the
trigonal symmetry group, which can be easily recognized in
the results. Comparison with the assigned transitions of the
optical absorption spectra for Mn2+ ions in shells43 shows
differences with the calculated values in Table 2 of several
thousand wavenumbers. This is probably explained by the
nonoptimized geometry of the impurity center and the poor

Table 1. Relative Energies (in cm-1) of the Lowest 2B1 and 2A1 Terms in the CrO4
3- Cluster for Different Combinations of

Basis Sets Specified in the Text

RCC + DK3 RCC + RCC ECP + ECP

CASSCF CASPT2 CASSCF CASPT2 CASSCF CASPT2

gas phase -1461 -826 -1461 -826 -1415 -823
crystal 1112 1936 1346 2276 658 1184
∆G-C 2573 2762 2807 3102 2073 2007

Figure 3. Schematic representation of the cluster Mn-
(CO3)6

10- (bottom) embedded into two layers of CO3
2- FAIMP

(large balls) and two layers of Ca2+ AIMP (small balls)
(middle) and eight layers of point charges (top). The view is
along the 3-fold symmetry axis.
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treatment at the CASPT2 level, which we were enforced to
adopt. Another source of errors is the insufficient basis set
on the manganese ion which, in particular, leads to the
overestimation of the excitation energies to states with
different spin multiplicities.44 However, this drawback is not
expected to affect much the assessment of the FAIMP
method for this system.

The comparison of the results obtained by FAIMP and
AIMP methods shows differences which do not exceed 100
cm-1 for the calculated energies, which are much lower than
the differences obtained for YVO4:Cr5+ in the previous
section. This is due to the fact that the ligands in the present
case are much larger and, therefore, screen efficiently the
short-range potential of the fragments. This is not expected
to be so in the case of LMCT excitations. Indeed, as the last
line of Table 2 shows, the effect of FAIMP is much stronger,
giving the difference with the AIMP method of about 600
cm-1 for the CASSCF and 1300 cm-1 for the CASPT2
calculation. This excitation corresponds to the transfer of one
electron from a doubly occupied ligand orbital delocalized
over two oxygens of the carbonate, one of them being the
closest to the manganese ion (Figure 4a) and the other to
the singly occupied 3d orbital of manganese (Figure 4b).
As Figure 4a shows, there is a direct overlap of the ligand
orbital with the nearest-neighbor CO3 group from the first
layer of the embedding, which makes its energy sensitive to
the interaction with this group.

V. Conclusions

The fragment AIMP method is a useful generalization of the
AIMP method. It permits a more accurate description of the

(crystalline) environment of a molecular system without
imposing limits on the frozen densities used to represent this
environment. This opens the door for a more accurate
treatment of the local states and the related spectroscopy in
carbonates, sulfates and many natural minerals, molecular
solids, and so forth. The method is also more flexible in its
choice of basis sets for the fragments’ atoms. These basis
sets are also easier to construct. When used with single atom
fragments, the method essentially reduces to the AIMP
implementation. The main downside of this method is the
fact that it is computationally more expensive, albeit only in
the calculation of the one-electron integrals for the cluster.
In subsequent calculations, FAIMP corrections are present
in the one-electron matrices and do not increase the
computational time in any way. The limiting step in the
calculation of the FAIMP integrals is the contraction of
the fragment density matrices with the two-electron interac-
tion integrals. Test calculations for YVO4:Cr5+ and CaCO3:
Mn2+ systems show that the corrections introduced by
FAIMP treatment compared to the conventional AIMP
method are important.

Consistent with the frozen environment approximation,
nonlocal properties of perfect or imperfect crystals should
not be the target of the FAIMP method as it is presented
here. Furthermore, the extent or definition of the reference
cluster should be consistent with the frozen environment
approximation in the calculation of local properties. For
dealing with more covalent hosts or very extended defects,

Table 2. Energies (cm-1) of LF and LMCT Excited States
of the Mn(CO3)6

10- Cluster Calculated with AIMP and
FAIMP Methods

AIMP FAIMP

Oh CASSCF CASPT2 CASSCF CASPT2

ligand field 6S 6A1 0 0 0 0
4G 4T1 25256 22740 25325 22788

25428 22947 25577 23075
25428 22951 25577 23068

4T2 28619 26936 28606 26905
28894 27300 28996 27414
28896 27308 28996 27410

4E 30055 28818 30059 28800
30056 28809 30059 28808

4A1 30167 28871 30189 28896
4D 4T2 35502 32240 35546 32271

35502 32248 35546 32267
35634 32423 35723 32501

4E 37407 34260 37337 34190
37407 34263 37337 34196

4P 4T1 38466 35373 38358 35239
38731 35768 38754 35771
38732 35761 38754 35718

4F 4T1 49819 45764 49846 45760
49819 45766 49846 45759
50067 46060 50139 46110

4A2 50578 45857 50605 45926
4T2 52655 49187 52602 49104

52656 49179 52603 49112
52814 49356 52810 49355

LMCT 6A 56739 94942 56157 93673

Figure 4. The ligand orbital (a) and the metal orbital (b)
involved in the lowest LMCT of the Mn(CO3)6

10- cluster.
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other alternative methods, which can be used along a building
block route or as embedding methods, should be preferred.25,45

As already mentioned, the described implementation of the
FAIMP method in the MOLCAS 7.0 package still lacks two
essential features: (i) the AIMP representation of bielectronic
and projection operators and (ii) the account of symmetry of
the supermolecule (cluster + fragments). These are tasks for
further development. Their accomplishment would greatly
facilitate the use of the FAIMP method for embedded calcula-
tions, especially for the geometry optimization of impurity
systems, which is done routinely for the AIMP method.
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Abstract: The fundamental principles of pericyclic reactions are governed by the Woodward–
Hoffmann rules, which state that these reactions can only take place if the symmetries of the
reactants’ molecular orbitals and the products’ molecular orbitals are the same. As such, these
rules rely on the nodal structure of either the wave function or the frontier molecular orbitals, so
it is unclear how these rules can be recovered in the density functional reactivity theory (or
“conceptual DFT”), where the basic quantity is the strictly positive electron density. A third,
nonsymmetry based approach to predict the outcome of pericyclic reactions is due to Zimmerman
which uses the concept of the aromatic transition states: allowed reactions possess aromatic
transition states, while forbidden reactions possess antiaromatic transition states. Based on
our recent work on cycloadditions, we investigate the initial response of the chemical hardness,
a central DFT based reactivity index, along the reaction profiles of a series of electrocyclizations.
For a number of cases, we also compute complete initial reaction coordinate (IRC) paths and
hardness profiles. We find that the hardness response is always higher for the allowed modes
than for the forbidden modes. This suggests that the initial hardness response along the IRC is
the key for casting the Woodward–Hoffmann rules into conceptual DFT.

1. Introduction

The well-known Woodward–Hoffmann rules1 provide the
basis of our current understanding of pericyclic reactionss
reactions involving a cyclic rearrangement of electrons.
Examples of pericyclic reactions include cycloadditions,
electrocyclizations, sigmatropic rearrangements, and chelo-
tropic reactions.2 Three different approaches to interpreting

the pericyclic reactivity trends are common in the literature;
two out of three use symmetry arguments based on signs of
either the frontier molecular orbitals or the total wave
function of the system.1,3 A third method, introduced by
Zimmerman,4 for the prediction of the outcome of these
reactions uses the concept of the (anti)aromaticity of the
transition state. In this approach, reactions with aromatic
transition states are asserted to be allowed, while those with
an antiaromatic transition state are considered forbidden.
Depending on the number of nodes in the π system at the
transition state of a given mode (e.g., conrotatory vs
disrotatory, suprafacial vs antarafacial approach) in the
pericyclic reaction, systems can be classified as either Hückel
(zero or even number of nodes) or Möbius (odd number of
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nodes) systems. Hückel and Möbius systems are aromatic
for (4n + 2) and 4n π electrons and antiaromatic for 4n and
(4n + 2) π electrons, respectively.5

It has been argued that density functional theory (DFT)6

provides an excellent framework for the formulation of a
general theory of chemical reactivity.7 This involves the
introduction of a series of chemical concepts via the so-called
response functions of the energy of the system with respect
to either the number of electrons, the external potential (for
an isolated atomic or molecular system, this is the potential
due to the nuclei), or both. Their use in connection with a
series of chemical principles rooted theoretically in DFT,
often within a perturbative perspective on chemical interac-
tions, was shown to provide powerful machinery in problems
of reactivity and stability; this area of research has been
termed “conceptual DFT”.7 However, none of these concepts
or principles are connected to the phase of the wave function
and the question thus arises as to how the Woodward–Hoff-
mann rules can be recovered from the conceptual DFT. The
DFT itself uses the electron density, a quantity which is
always larger than or equal to zero, of the system as the
basic source of information of all atomic and molecular
properties. Conceptual DFT based reactivity descriptors
(especially the hardness) have been used in the past to
analyze the Woodward–Hoffmann rules.8 Recently, we have
found that the concept of initial hardness response (i.e., the
change of the hardness of the reagents along the initial stage
of a model reaction coordinate of the pericyclic reaction)
can be used to explain the Woodward–Hoffmann rules in
the case of two prototypical cycloaddition reactions, i.e. the
[4 + 2] Diels–Alder reaction of 1,3-butadiene with ethylene
and the [2 + 2] cycloaddition of two ethylene molecules.9

This finding connects with the proposed linear relationship
between hardness and aromaticity.10,11 It was concluded that
the initial hardness response could be considered to be a
predictor of the activation hardness, which encapsulates
information about the aromaticity of the transition state,
which in turn provides a rationale for the Woodward–Hoff-
mann rules.9 In addition, we have used a related quantity,
the “dual descriptor”12 in the rationalization of these rules
for cycloadditions, electrocyclizations, and sigmatropic shift
reactions.13

In this contribution, we will investigate in detail the use
of the initial hardness response descriptor in the study of
electrocyclization reactions, for which we will also construct
energy and hardness profiles. In these pericyclic reactions,
the π system will undergo an intramolecular rearrangement,
leading to the formation of a σ bond and a ring. Depending
on the number of π electrons involved in this process, the
process will follow a conrotatory or a disrotatory pathway,
resulting in a different stereochemical outcome. In the
cyclization of linear polyenes, the conrotatory mode corre-
sponds to a Möbius-like ring closure, which corresponds to
an aromatic system when it involves 4n π electrons. The
disrotatory movement, yielding a Hückel-like ring closure,
is aromatic when (4n + 2) π electrons are involved.4

We have focused our attention on five examples of
electrocyclizations, depicted in Figure 1. This paper can be
divided into two parts. In the first part, the hardness response

for the thermal and photochemical electrocyclization reac-
tions of 1,3-butadiene and 1,3,5-hexatriene (reactions a and
b in Figure 1) have been studied along the initial stages of
model conrotatory and disrotatory reaction coordinates. Next,
we have investigated the allowed and forbidden cyclizations
for a series of larger systems, 2,4-hexadiene, cyclooctatet-
raene, and cycloheptatriene in their ground states to obtain
more insights into the complete reaction and hardness profiles
of these reactions (reactions c, d, and e in Figure 1).

2. Theoretical Background and
Computational Details

The chemical hardness η14,15 is a central quantity for use in
the study of reactivity and stability, through the hard and
soft acids and bases principle14,16 and the principle of
maximum hardness.14c,17,18 Parr and Pearson have introduced
the chemical hardness as the second derivative of the energy
of the system with respect to the number of electrons
(sometimes preceded by an arbitrary factor of 1/2, which we
have dropped in our treatment) which can be estimated by
the difference of the vertical ionization energy and electron
affinity of the system:15

η) (∂
2E

∂N2)
V
≈ I-A (1)

Recently, Tozer and De Proft have introduced an ap-
proximate method to compute this quantity, requiring only
the calculation of the neutral and cationic systems19

η ≈ (εLUMO - εHOMO)+ 2(εHOMO + I) (2)

where εHOMO and εLUMO are the Kohn–Sham orbital energies
of the highest occupied (HOMO) and lowest unoccupied

Figure 1. Summary of the different electrocyclizations in-
vestigated in this work.
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(LUMO) molecular orbitals, respectively, obtained using a
pure density functional. It was shown that this equation
corresponds to eq 1 but using the following approximation
for the computation of the electron affinity:19,20

A ≈-(εLUMO + εHOMO)- I (3)

This approximate method was shown to give reasonable
estimates for the electron affinities of systems possessing
metastable anions.19,20 In this work, we will need to compute
the hardness not only of molecules in their (singlet) ground
state but also in the lowest triplet excited state. For the triplet
excited state, we need to modify eqs 2 and 3. The vertical
electron affinity for a system in the first excited triplet state
A(T), using eq 3 for the estimation of the electron affinity
of its singlet ground state A(S), can be expressed as

A(T))A(S)+∆EST ≈-(εLUMO(S)+ εHOMO(S))- I(S)+
∆EST (4)

where I(S) is the vertical ionization energy of the singlet
ground state and ∆EST is the vertical singlet–triplet gap. The
hardness of the first excited triplet state can thus be estimated
as

η(T)) I(T)-A(T) ≈ I(T)+ I(S)+ (εLUMO(S)+
εHOMO(S))-∆EST (5)

Note that this equation depends not only on the ionization
energies and orbital energies but also on the singlet–triplet gap.
The singlet–triplet gap can, in this case, be estimated reliably
using DFT methods. (For a recent example, see ref 21.)

Gaussian 03 program22 geometries, transition states, and
intrinsic reaction coordinates were obtained at the B3LYP23/
6-311+G**24 level; single point hardness calculations using
eqs 2 and 5 were performed using the Perdew, Burke, and
Ernzerhof (PBE) functional25 with the same basis set.

3. Results and Discussion

In the first part of this contribution, we have computed the
hardness response along an initial reaction coordinate of the
conrotatory and disrotatory modes of the cyclization of 1,3-
butadiene and 1,3,5 hexatriene, both in the singlet and the
triplet states. This model reaction coordinate involves a
conrotatory or a disrotatory movement of the terminal CH2

groups of these molecules, as quantified by the angle θ,
which is the dihedral angle between the terminal hydrogens
and the completely fixed, planar carbon skeleton. It is to be
mentioned that the planar C2V conformation of both of these
compounds is not a minimum on the potential energy
surfaces of these molecules, but this conformation has been
used to keep the analysis as simple as possible and in

Figure 2. Evolution of the chemical hardness η along a model reaction coordinate, quantified by the dihedral angle θ, for
electrocyclization of singlet and triplet 1,3-butadiene (parts a and b, respectively) and 1,3,5-hexatriene (parts c and d, respectively).
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agreement with the spirit (and the molecular geometry) of
the original Woodward–Hoffmann work. Figure 2 depicts
the initial hardness changes for these four initial steps.
In the case of the ground-state reaction of 1,3-butadiene
(Figure 2a), the hardness along the initial reaction path in
the forbidden disrotatory mode is higher than along the
allowed, conrotatory mode, contrary to our earlier findings
for cycloadditions.9 In the excited state (Figure 2b), hardness
profiles for both the model reactions are almost indistin-
guishable. Figure 2c depicts the hardness change along the
initial model reaction coordinate of the ground-state elec-
trocylization of 1,3,5-hexatriene. In this case, one can see
that the hardness along the allowed, disrotatory mode is
always higher than the hardness along the forbidden mode.
In the triplet state, this ordering is reversed, in agreement
with the Woodward–Hoffmann rules. Indeed, the results for
the electrocyclization of 1,3,5-hexatriene are in agreement
with the fact that the allowed mode of the reaction should
have a higher hardness than the forbidden one. In order to
gain insight into the apparently contradicting results for 1,3-
butadiene, both the conrotatory (allowed) and disrotatory
(forbidden) initial reaction coordinate (IRC) paths in the
singlet state were computed at the CASSCF(4,4)/6-31G*
level of theory. The transition structures for these electro-
cyclizations were taken from ref 26. Indeed, in a previous
study,8 it was found that the transition structure for the
allowed process of this electrocyclization is harder than the
one for the forbidden pathway. Along the initial stages of
the computed IRC path, the hardness was evaluated at the
PBE/6-311+G** level using eq 2. Figure 3 depicts both the
energy (Figure 3a) and the hardness profiles of the allowed
(Figure 3b) and forbidden (Figure 3c) cyclizations. The
reaction path of the cyclization in the allowed mode clearly
shows a steeper onset than the forbidden mode; after some
point, however, both reaction paths cross, resulting, as could
be expected, in an activation barrier for the allowed reaction
that is smaller than the forbidden reaction; the difference in
activation energy amounts to 13.1 kcal/mol. The hardness
profiles are in agreement with the allowed or forbidden
character of the reactions. The hardness along the allowed
conrotatory mode is always larger than the hardness of the
forbidden, disrotatory mode. The hardness shows a very steep
decrease in the vicinity of the transition state for the
forbidden reaction, with the HOMO–LUMO gap, part of the
hardness expression in eq 2, essentially going to zero. This
implies that the unexpected result for the initial hardness
response for the cyclization of 1,3-butadiene is probably due
to the fact that the model reaction coordinate is a rather bad
approximation to the IRC for this case. However, the
simplified model reaction coordinate performs appreciably
better as the size of the molecule increases, because larger
molecules have greater conformational flexibility.

The reaction and hardness profiles (Figure 4) for the
electrocyclization of 2,4-hexadiene (reaction c) bear a
close resemblance with the ones obtained for 1,3-butadi-
ene, which might be expected since both reactions involve
4 π electrons. Also in this case, a crossing along the IRC
occurs, yielding a lower energy transition state for the
allowed, conrotatory mode than for the forbidden mode.

In this case, however, the difference in activation barriers
is only 5.2 kcal/mol. On the other hand, this implies that
although the calculation of the reaction path was per-
formed using a single reference methodology, the same
qualitative results are obtained as in the case of the multi-
reference calculations, which is the main aim of our ap-
proach. The hardness profile confirms that, for the allowed
reaction, the hardness in the neighborhood of the transition
state along the IRC path is always larger for the allowed
mode. However, initially, the hardness along the forbidden

Figure 3. Energetic reaction paths (a) and hardness profiles
(b and c) for the conrotatory and disrotatory modes of the
electrocyclization of 1,3-butadiene.
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mode pathway is larger, which explains the failure of the
initial hardness response observed for the 1,3-butadiene.

Next, we have analyzed the profiles in the case of two
reactions involving 6 π electrons, i.e. the cyclizations of
cyclooctatetraene (reaction d) and cycloheptatriene (reaction
e). Respective plots are provided in Figures 5 and 6,
respectively. As can be seen, in both cases, there is no
crossing of the energy profiles and the energy of the
disrotatory, allowed mode is always below the energy of
the conrotatory, forbidden mode. Also, the hardness along
the allowed mode is almost always higher than along the
forbidden mode, in agreement with the result presented
earlier for the cyclization of the 4 π electron systems. A
difference between this case and the former can however be
noticed. In the 6 π electron cases, where the allowedness of
the reaction can be explained by the Hückel aromaticity of
the transition state, the profile for the allowed mode shows
an increase in hardness when going from the reactant to the
transition state. This sort of “violation” of the maximum
hardness principle is not especially uncommon because the
requirements for the maximum hardness principle to hold
are very stringent.18b,c (refs 27–29 elucidate the reasons for
violations of the maximum hardness principle in more detail.)

In the case of the cyclization of the 4 π electron systems,
however, involving a Möbius aromatic transition state, the
profiles show the inverse trend, i.e. the more “classically”

observed behavior of decreasing hardness along the reaction
path yielding the maximum softness in the vicinity of or at
the transition state.

In Table 1, we have listed the activation energies and
activation hardnesses30 for reactions c, d, and e. Note that,
following ref 30, the activation hardnesses have been
computed as the difference of the hardness of the reactants
and the transition state. As expected, the allowed reactions
always have lower activation barriers and smaller activation
hardnesses. The latter finding is consistent with observations
in ref 30, where it was stated that the smaller this difference,
the faster the reaction.

In a final part, we quantitatively assess the initial hardness
responses (∂η/∂Q)N for all the reactions considered in this
work. In the case of the ground- and excited-state cyclizations
of 1,3-butadiene and 1,3,5-hexatriene, Q corresponds to the
dihedral angle θ, described above, which was used to
construct a simple reaction coordinate for these cases. For
the other cases, Q is the mass-weighted internal coordinate
corresponding to the reactive mode. Table 2 lists the finite
difference approximations to the initial hardness responses.
As can be seen, in all but one of the cases, the initial hardness
response for the allowed reaction is larger than that of the
forbidden one. The only exception, the electrocyclization of
1,3-butadiene in the singlet state, is most probably due to
the fact that the simplified reaction coordinate used in this

Figure 4. Energetic reaction paths (a) and hardness profiles
(b) for the conrotatory and disrotatory modes of the electro-
cyclization of 2,4-hexadiene.

Figure 5. Energetic reaction paths (a) and hardness profiles
(b) for the conrotatory and disrotatory modes of the electro-
cyclization of cyclooctatetraene.
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case is not a good approximation to the IRC. We finally
mention that, for this case, we carefully investigated the step-
size dependence of the numerical differentiation. Computing
the derivative using a very small step size (a 1° change in
the dihedral angle, θ), did not change the trends in the
magnitudes of the derivatives and the conclusions drawn
remain unchanged.

4. Conclusions

In our ongoing investigation to cast the Woodward–Hoff-
mann rules for pericyclic reactions into density functional
reactivity theory, we have investigated a number of electro-
cyclizations involving both 4 and 6 π electrons.

First, we have investigated the hardness response along
the initial stages of the conrotatory and disrotatory modes
of the electrocyclization of 1,3-butadiene and 1,3,5-
hexatriene, both in the singlet and the triplet states; previ-
ously, this quantity was found, through its connection with
the maximum hardness principle and the aromatic transition
state concepts, to predict the allowedness of a cycloaddition
reaction. In the 6 π electron case, the allowed mode of the
electrocyclization was found to correspond to the highest
initial hardness, whereas in the 4 π electron case, this result
was not recovered. Upon consideration of the fully relaxed
IRC path of this reaction, however, the expected result, i.e.
higher hardness for the allowed mode, was recovered.

In the second part, we have studied the full IRC reaction
and hardness profiles for the electrocyclization of 2,4-
hexadiene, a 4 π electron case, and the cyclizations of
cyclooctatetraene and cycloheptatriene, two 6 π electron
cases. In all of these cases, the hardness of the allowed mode
is higher than the hardness of the forbidden mode; also, the
activation hardnesses for the former processes are always
smaller than those of the latter ones.

Upon consideration of the magnitudes of the initial
hardness response along the IRC, it can be concluded that
for the electrocyclizations considered in this work, this
quantity can be invoked to recover the Woodward–Hoffmann
rules within the framework of the DFT-based perturbative
perspective on chemical reactivity. In general, allowed
electrocyclization reactions always have a higher initial
hardness response than forbidden ones. This result, with the
results in our earlier papers, supports the identification of
the initial hardness response (or the closely related dual

Figure 6. Energetic reaction paths (a) and hardness profiles
(b) for the conrotatory and disrotatory modes of the electro-
cyclization of cycloheptatriene.

Table 1. Activation Energies ∆Eq and Hardnesses ∆ηq of
the Allowed (A) and Forbidden (F) Modes of the
Electrocyclizations of 2,4-Hexadiene, Cyclooctatetraene,
and Cycloheptatrienea

reactant mode ∆Eq ∆ηq

2,4-hexadieneb conrotatory (A) 43.8 -0.343
disrotatory (F) 49.0 -0.028

cyclooctatetraenec disrotatory (A) 30.0 -1.212
conrotatory (F) 67.2 -0.098

cycloheptatriened disrotatory (A) 10.9 -0.715
conrotatory (F) 61.7 -0.238

a All values are relative to the minimum energy structure along
the reaction path of the allowed mode of each reaction. Energy
differences were obtained at the B3LYP/6-311+G** level and are
given in kilocalories per mole; hardness differences were obtained
using eq 2 at the PBE/6-311+G** level and are given in
electonvolts. b E(B3LYP/6-311+G**) ) -234.700014 au, η(PBE/
6-311+G**) ) 9.395 eV. c E(B3LYP/6-311+G**) ) -309.669028
au, η(PBE/6-311+G**) ) 8.012 eV. d E(B3LYP/6-311+G**) )
-271.584515 au, η(PBE/6-311+G**) ) 8.906 eV.

Table 2. Initial Hardness Responses (∂η/∂Q)N of the
Allowed (A) and Forbidden (F) Modes of the
Electrocyclizations of 1,3-Butadiene, 1,3,5-Hexatriene,
2,4-Hexadiene, Cyclooctatetraene, and Cycloheptatrienea

reactant multiplicity mode (∂η/∂Q)N

1,3-butadiene S conrotatory (A) -0.00733
S disrotatory (F) -0.00498
T disrotatory (A) 0.00496
T conrotatory (F) 0.00228

1,3,5-hexatriene S disrotatory (A) -0.00240
S conrotatory (F) -0.00469
T conrotatory (A) 0.00273
T disrotatory (F) 0.00130

2,4-hexadiene S conrotatory (A) -0.152
S disrotatory (F) -0.210

cyclooctatetraene S disrotatory (A) 0.0952
S conrotatory (F) -0.158

cycloheptatriene S disrotatory (A) 0.310
S conrotatory (F) 0.00816

a In the first two cases, this derivative is evaluated for the
reactant in its C2v symmetry and is expressed in electronvolts per
degree. For the three other cyclizations, the derivative has been
evaluated at the mass-weighted coordinate of -4.0. All derivatives
were obtained numerically at the PBE/6-311+G** level (in the first
two cases, with a step size of 5° in Q and 0.1 in the other cases).
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descriptor) as the right key DFT-based reactivity indicator
for describing pericyclic reactions.
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Abstract: A new theoretical approach for the calculation of the electronic and molecular
structures of octahedrally-coordinated high-spin d4 complexes is described. A prescription for
the construction of an effective 3T1 + 5E (O) Hamiltonian from the ligand-field matrices of a
complex with general trigonal symmetry is given, where the ligand field is parametrized in terms
of the angular-overlap model (AOM). The Jahn–Teller matrices for the 3T1 + (5EXe) vibronic
Hamiltonian are constructed and the lowest eigenvalues are calculated by a numerical method.
The model obviates the need to assume a temperature dependence of bonding parameters,
inherent to the conventional ligand-field-theory approach and is applicable over the whole range
of vibronic-coupling strengths, as demonstrated by example calculations on the [Mn(OD2)6]3+

cation and MgO:Cr2+.

1. Introduction
The resurgence of interest in the theoretical description of
non-Kramers ions is undoubtedly due to the advent of the
high-field EPR (HFEPR) technique. Oxidative stability,
topicality, and the sheer fact that they invariably yield good
spectra have all contributed to compounds of Mn(III)
emerging as the deliciae of HFEPR spectroscopists. The
strong Jahn–Teller effect, inherent to complexes of Mn(III),
is usually incorporated into the analyses, only insofar as it
leads to a tetragonally-distorted geometry. Dynamical
Jahn–Teller coupling, which affects both the electronic and
molecular structures of high-spin d4 complexes, is usually
ignored. This work describes a theoretical approach to
calculating the electronic and molecular structures of octa-
hedral high-spin d4 complexes, which combines the chemi-
cally intuitive angular-overlap model with the rigor of
vibronic-coupling calculations.

This work follows on from a recent article, in which
crystallographic and spectroscopic data were presented for
the [Cr(OD2)6]2+ cation in the Cr(II) Tutton’s salt and
modeled using a 5EXe vibronic-coupling Hamiltonian.1 The
calculations provided a good account of the available
spectroscopic and structural data and aptly demonstrated the
need for a theoretical approach that goes beyond the
conventional ligand-field model to include the vibrational
coordinates of the molecule. The model is limited in its
application, however, as the matrix elements of the spin–orbit
interaction in the effective 5E (O) electronic matrix were
derived by perturbation theory, assuming perfect cubic
symmetry in the strong-ligand-field limit. Even in cases of
exact cubic symmetry, this model can serve only as a guide
as to the magnitude of the spin–orbit splitting of the 5E term.
For this reason, the discussion focused on an interpretation
of the ratio of the axial and rhombic zero-field-splitting
parameters, D and E, as a function of temperature, rather
than their absolute values.

For octahedral Mn(III) complexes, this approach is wholly
inappropriate for two reasons. First, the ratios of the
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octahedral-splitting parameter, 10Dq to the Racah parameters,
B and C, for a Mn(III) complex are larger than for the
corresponding Cr(II) complex. Hence, the difference in the
energies of the 5E and excited 3T1 terms will be much
reduced, being comparable in magnitude to the spin–orbit-
coupling parameter, �. In this case the effect of the
spin–orbit-coupling matrix elements between these terms,
which largely governs the ground-state spin-Hamiltonian
parameters, can no longer be treated as a perturbation.
Second, for octahedrally coordinated Mn(III) complexes the
ground-state zero-field splitting is far more susceptible to
the trigonal component of the ligand field.2

In order for vibronic-coupling calculations of Mn(III)
complexes to be meaningful, the effective electronic Hamil-
tonian must therefore be generated in the point group of the
undistorted complex and off-diagonal spin–orbit-coupling
matrix elements between the 5E and excited 3T1 terms must
be included explicitly. This article presents a procedure for
calculating the effective electronic Hamiltonian spanning the
basis functions of the 3T1 and 5E terms, using ligand-field
matrices generated by the angular-overlap model (AOM).
Calculations of the ground-state electronic and low-temper-
ature molecular structures of MgO:Cr2+ and the
[Mn(OD2)6]3+ cation in the cesium manganese alum, using
the 3T1 + (5EXe) vibronic Hamiltonian serve to illustrate
the model’s wide applicability. The dependence of the
electronic and molecular structures on the parameters of the
vibronic Hamiltonian is discussed in the light of existing
theoretical models.

2. Review of Previous Models

In the following sections, we summarize the various ap-
proaches that have been applied to model experimental data
obtained for high-spin d4 complexes.

2.1. Ligand-Field Theory. The ground-state energies and
geometries of high-spin d4 transition-metal complexes are
frequently rationalized in terms of a ligand-field or crystal-
field model.3,4 The 5D free-ion ground term is split through
a cubic field, giving rise to a 5Eg (Oh) ground term and a
higher-lying 5T2g term. In the ligand-field description the
ground term is split further by a tetragonal component of
the ligand field, resulting in either a 5A1g or 5B1g (D4h) term
lower lying. Off-diagonal spin–orbit-coupling matrix ele-
ments between the ground singlet and higher-lying terms
result in a zero-field splitting (zfs) of the orbital singlet. The
resulting ground-state energy scheme is usually well de-
scribed by the spin Hamiltonian,

H)D[Sz
2 - 1

3
S(S+ 1)]+E[Sx

2 - Sy
2] (1)

correct to second order, operating in the basis of the S ) 2
spin functions, where D and E are the axial and rhombic zfs
parameters, respectively.5

In symmetries lower than Oh there are matrix elements of
spin–orbit coupling within the 5E ground term. However,
the dominant contributions to the zfs of the orbital-singlet
ground term are the off-diagonal spin–orbit-coupling matrix
elements between the 5Eg and excited 3T1g and 5T2g (Oh)

electronic terms. The following approximate expression for
the axial zfs parameter, D has been derived by perturbation
theory,6

D) ( ( �2

6B+ 5C- 10Dq)( 3
16( �2

10Dq) (2)

where B and C are the Racah parameters and 10Dq and �
are the octahedral-splitting and spin–orbit-coupling param-
eters, respectively. The two contributions to D given here
are those originating from the 3T1g and 5T2g terms, respec-
tively; the upper sign holds for the 5A1g (D4h) term lower
lying, and the lower, for 5B1g lower lying. If the 5B1g term
is lower lying, D is negative and the molecule has an
elongated D4h geometry. On the other hand, if the sign of
the tetragonal field is reversed and the 5A1g term is lower
lying, D is positive and the molecule has a compressed D4h

geometry.
Slight deviations of the symmetry of the ML6 framework

away from perfect D4h symmetry correspond to an additional
rhombic component in the crystal field and give rise to a
nonzero rhombic zfs parameter. In the case of the
[Mn(OH2)6]3+ cation in the cesium manganese alum, where
the rhombic distortion of the σ-bonding framework is barely
significant, it has been demonstrated that the magnitude of
the rhombic zfs parameter is governed by the strength and
nature of the π-anisotropy of the surrounding ligands,2

imposing a large trigonal ligand field.
The low-level energy schemes and associated molecular

geometries of the majority of octahedral high-spin Mn(III)
complexes can be rationalized in terms of ligand-field theory.
Most hexa-coordinate homoleptic Mn(III) complexes with
oxygen or nitrogen donors exhibit a tetragonally elongated
geometry with a negative D.2–4,7–9 In the comparatively few
studies of octahedral Cr(II) complexes, a negative D with
tetragonal elongation is also observed.10 Interestingly, while
a negative D was recently reported for the tetragonally-
elongated γ-Mn(acac)3 complex,4 powder-magnetic-suscep-
tibility studies by Gregson et al. performed on the tetragonally-
compressed �-modification indicate a positive D value,11 also
in accordance with ligand-field theory.

By contrast, in the case of trans-[Mn(cyclam)I2]I, despite
a tetragonal elongation a positive D value is nonetheless
observed.12 The low-energy excitations in this complex are
no longer of d-d character, and the observations are
explained by considering interactions of the ground term with
the low-energy LMCT terms; hence, in this instance, the
ligand-field predictions are no longer valid.

2.2. Jahn–Teller Coupling. In instances of near or actual
orbital degeneracy, high-spin d4 complexes can exhibit a
marked variation in the ligand-field parameters and bond
lengths as a function of temperature, which cannot be
explained within the framework of a “static” ligand-field
model. A more rigorous approach allows for coupling of the
electronic states to lattice vibrations via the Jahn–Teller
interaction.

The Jahn–Teller effect is based on a theorem first described
by Jahn and Teller in 1937,13 following an original sugges-
tion by Landau.14 This theorem affirms that, in a nonlinear
molecule having an electronically degenerate state (excepting
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odd-electron systems having simple Kramers degeneracy),
the nuclei of the molecule will displace themselves in order
to destroy the symmetry of their configuration and to remove
the electronic degeneracy. The Jahn–Teller effect cannot,
however, reduce the overall degeneracy of a level, since the
overall Hamiltonian retains its symmetry and remains totally
symmetric under the operations of the point group of the
system. The consequence of the Jahn–Teller interaction is
thus to replace the original electronic degeneracy by vibronic
degeneracy. Accordingly, the EXe Jahn–Teller interaction,
operating within a 5E electronic ground term will give rise
to a vibronic-energy-level structure characterized by a 5E
vibronic ground term.

A Hamiltonian including both ligand-field and vibronic
contributions has the general form,

H)Hel +Hph +HJT (3)

where Hph and HJT are the phonon- and Jahn–Teller-coupling
terms, respectively. Hel is the electronic part of the Hamil-
tonian given by

Hel )HER +HLF +HSO +Hst (4)

where HER, HLF, HSO, and Hst designate the electron-
repulsion, high-symmetry ligand-field, spin–orbit coupling,
and low-symmetry strain contributions to the energy
respectively.

2.2.1. EXe Vibronic Hamiltonian. In the following for-
mulation of the EXe Jahn–Teller Hamiltonian, we make use
of the so-called “cluster model”,15 where we consider
coupling of the E orbital state to a single pair of distortion
coordinates, Qx and Qy, representing the appropriate modes
of distortion of the Jahn–Teller ion and its nearest neighbors.

The matrices of the EXe vibronic Hamiltonian are
traditionally expressed in terms of the cubic |θ〉 ,|ε〉 orbital
basis, and the explicit form of the Jahn–Teller matrices in
these bases is given elsewhere.1,16,17 In the present article,
however, we present the matrices in the complex-trigonal
orbital basis. This basis is a natural choice for the construc-
tion of the effective Hamiltonian matrix in section 3. With
respect to the |u+〉,|u-〉 orbital basis, the vibronic Hamiltonian,
correct to second order, has the following form,

HJT )A1( 0 Qx + iQy

Qx - iQy 0 )+A2

( 0 Qy
2 -Qx

2 + 2iQxQy

Qy
2 -Qx

2 - 2iQxQy 0 ) (5)

Hph )
1
2

((Px
2 +Py

2 +Qx
2 +Qy

2)pω 0

0 (Px
2 +Py

2 +Qx
2 +Qy

2)pω )
(6)

where Qx and Qy are the components of the degenerate
ν2(ML6) stretching vibration, transforming as the two com-
ponents of the e irreducible representation in a trigonal point
group. Displacements along these coordinates may be
expressed in a basis of increments in the metal–ligand (M-
L) bond lengths:

Qx )
1

√12
(2r1 + 2r4 - r2 - r5 - r3 - r6)

Qy )
1
2

(r2 + r5 - r3 - r6) (7)

where ri is a unit displacement along the M-Li bond vector
and the ligands are numbered according to the scheme used
in Figure 1.

A1 and A2 are the first-order and second-order Jahn–Teller
coupling constants and pω is the energy of the vibration.
Hph is the Hamiltonian for an e phonon mode before
coupling, and Qi and Pi are dimensionless operators, related
to the observables for position and momentum, qi, pi by,

Qi )�µω
p

qi, Pi )
1

√µpω
pi (8)

where µ is the reduced mass of the phonon mode. The unit
displacements, ri are related to qx and qy by,

r1 ) r4 )
1

√12
2qx; r2 ) r5 )

(-qx + √3qy)

√12
; r3 ) r6 )

(-qx - √3qy)

√12
(9)

Finally, Hst has the following form in the E orbital basis.

Hst ) ( 0 ex + iey

ex - iey 0 ) (10)

where ex and ey are the two components of low-symmetry
strain, having the same transformation properties as Qx and
Qy above.

2.2.2. Potential-Energy Surfaces Resulting from EXe
Jahn–Teller Coupling. In the adiabatic approximation, in
which the kinetic contribution to the energies is neglected,
diagonalization of the Jahn–Teller matrices defined in eqs 5
and 6 yields analytical expressions for the two adiabatic
potential-energy sheets (APES) as functions of the Qx and
Qy distortion coordinates. In Figure 2 are presented plots of
the two APES, calculated using the parameters A1 ) -900,
A2 ) 0, and pω ) 254 cm-1.

Figure 1. The two components of the v2(ML6) vibration.
Arrows indicate the directions and relative magnitudes of the
displacements.

AOM for Vibronic-Coupling Calculations J. Chem. Theory Comput., Vol. 4, No. 4, 2008 605



The lower potential-energy surface has the form of a
“Mexican hat” and the difference in the energies between
the two potential-energy surfaces at distortion coordinates
at the bottom of the trough is 4EJT, where EJT is the
Jahn–Teller stabilization energy, defined as EJT ) A1

2/2pω.
The vibronic structure resulting from diagonalization of the
full vibronic Hamiltonian exhibits a particularly large density
of states at ∼4EJT above the ground state. Optical transitions
observed between the ground-state and these excited states
are therefore helpful in obtaining estimates for EJT and
consequently for the first-order Jahn–Teller coupling con-
stant, A1. In the framework of the ligand-field model the
observed spectral band is commonly assigned to the d-d
transition between the 2S+1B1g and 2S+1A1g (D4h) terms.

When, in addition to first-order coupling, second-order
coupling is also considered, warping of the lower potential-
energy surface occurs, resulting in an undulating variation
of the potential energy along the bottom of the trough. In
Figure 3 are presented 3D and contour plots of the lower
APES, calculated using the parameters A1 ) -900, A2 ) 30
cm-1, and pω ) 254 cm-1. These are the parameters
employed to model the data of [Cr(OD2)6]2+ in the Tutton’s
salts.1 If the undistorted geometry has Oh point symmetry,
the resulting three potential minima and three maxima in
the trough are at distortion coordinates corresponding to
special points of D4h cokernel symmetry. All other points

on the potential-energy surface correspond to geometries of
D2h kernel symmetry. Alternatively, if the original undistorted
geometry has S6 symmetry, any distortion in the {Qx, Qy}
coordinate space will correspond to a lowering of symmetry
to Ci symmetry. Defining a position in {Qx, Qy} coordinate
space in terms of the polar coordinates {F, φ} such that Qx

) F cos φ and Qy ) F sin φ, the turning points of the lower
potential-energy surface are

F)
(A1

pω( (-1)n2A2

, φ) nπ
3

, n) 0, 1, ..., 5 (11)

assuming that pω is larger than A2. The upper and lower
signs correspond to the cases A1 > 0 and A1 < 0 respectively.
If A1/A2 < 0, the minima points occur for n ) 0, 2, 4 and
saddle-points for n ) 1, 3, 5, while for the case A1/A2 > 0,
the two types of points are interchanged.18 In accordance
with our definitions of Qx and Qy above, turning points
occurring at φ ) 0, 2π/3, and 4π/3 correspond to tetrago-
nally-elongated geometries, whereas those occurring at φ )
π/3, π, and 5π/3 equate to tetragonally-compressed geometries.

Analytical expressions for the lowest APES, resulting from
first-order and second-order Jahn–Teller coupling and low-
symmetry strain, can be obtained by diagonalization of (5),
(6), and (10), where the terms in P are once again ignored.
If we express the components of strain in terms of the strain
magnitude, ε, and strain angle, θ, such that ex ) -ε cos θ
and ey ) -ε sin θ, the effect of strain on the form of the
APES is easily rationalized. Using this scheme, in the limit
where A2 ) 0, the effect of strain is to create one potential
minimum at {Qx, Qy} distortion coordinates corresponding
to φ ) θ with a depth of 2ε. In Figure 4 are presented plots
along the path of minimum potential energy as a function
of φ for various ε. The lowest APES was calculated using
the parameters: A1 ) -900, A2 ) 5, pω ) 254, ex ) ε and
ey ) 0 cm-1. This particularly simple choice of parameters,
corresponding to θ ) π, shows the effect of strain on the
APES very clearly.

In the limit A2/ε f 0, the minimum of the potential-
energy surface is determined by the components of strain

Figure 2. 3D-plots of the two APES resulting from first-order
Jahn–Teller coupling.

Figure 3. 3D and contour plots of the lower APES resulting
from first-order and second-order Jahn–Teller coupling. Ener-
gies are given in wavenumbers.

Figure 4. Plots along the path of minimum potential energy
of the lowest APES as a function of φ, calculated for various
strain magnitudes, ε.
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and for ε ) 800 cm-1 and θ ) π is found at {Qx, Qy}
coordinates corresponding to φ ) π and hence to a
tetragonal compression. When ε ) 0, the minima of the
potential-energy surface are determined completely by A2

and are at {Qx, Qy} coordinates corresponding to φ ) 0,
2π/3, and 4π/3 and thus to tetragonal elongations. In the
intermediate regime, the form of the potential-energy
surface is dictated by the relative magnitudes of the A2

and ε parameters. In our example, as ε is increased, the
positions of the potential minima are distorted more and
more toward {Qx, Qy} coordinates corresponding to φ )
π.

In the limit of infinitely large nuclear masses, i.e., for
infinitely small phonon energies, we expect the equilibrium
configuration of the complex to correspond to the minimum
of the potential-energy surface. While in reality this condition
is never met, if ε or A2 are large compared to the thermal or
phonon energies, the distortion coordinates at the minimum
of the potential-energy surface will yield a reasonable first
approximation of the molecular geometry. If ε or A2 are
comparable in magnitude to the thermal energies a depen-
dence of the observed molecular geometry on the temperature
is expected. In this case, a more accurate calculation of the
molecular geometry can be obtained by solving the full
vibronic Hamiltonian. Once the eigenvalues and eigenvectors
have been obtained, the geometry can be determined from
the expectation values of the Qx and Qy operators in the
thermally occupied vibronic states, using eqs 8 and 9.1

2.2.3. 5EXe Vibronic Hamiltonian. In the case of d1 and
d9 systems, an extension of the EXe vibronic Hamiltonian
to include spin is relatively straightforward. These systems
are uncomplicated by the effects of electron repulsion, and
the small basis size, only ten electronic states, means that
Hel can be explicitly included in the calculations. By contrast,
the d4 electronic configuration gives rise to a total of 210
electronic states. The sheer magnitude of the resulting
vibronic-coupling matrix renders an explicit treatment of Hel

impractical. Instead, the effects of Hel on the energies of the
5E ground term are absorbed into an effective Hamiltonian,
constructed using second-order perturbation theory.

The temperature dependence of crystallographic and
inelastic-neutron-scattering (INS) data for the
(ND4)2Cr(OD2)6(SO4)2 salt was interpreted previously in
terms of a 5EXe vibronic Hamiltonian, perturbed by low-
symmetry strain.1 The electronic part of the Hamiltonian,
Hel, was accounted for by means of an effective 5Eg (Oh)
Hamiltonian,

Heff )
b
2( Sθ -Sε
-Sε -Sθ

) (12)

expressed in the cubic |θ〉 ,|ε〉 orbital basis, where,

Sθ ) Sz
2 - 1

3
S(S+ 1); Sε )

1

√3
(Sx

2 - Sy
2) (13)

and Sx, Sy, and Sz are the spin-angular-momentum operators
operating in the basis of the S ) 2 spin states.1,19 The
effective-Hamiltonian parameter, b, describes the perturbation
of the 5E ground term through spin–orbit coupling, and an
approximate expression for this parameter in terms of the

spin–orbit-coupling, cubic-field, and electron-repulsion pa-
rameters was derived explicitly using second-order perturba-
tion theory by Weihe and Mossin.16

A more general effective 5E (C3V) Hamiltonian was
presented previously by Simpson et al.20 This Hamiltonian
is also applicable to D3d, D3h, S6, and Oh symmetries and,
given in the complex-trigonal |u+〉 ,|u–〉 orbital basis, has the
following general form,

Heff ) ( λSz + dSz
2 µ1

2
(S+Sz + SzS+)+ µ2S-

2

µ1

2
(S-Sz + SzS-)+ µ2S+

2 -λSz + dSz
2 )

(14)

where S–, S+, and Sz are the spin-angular-momentum opera-
tors operating in the basis of the S ) 2 spin functions, and
λ, d, µ1, and µ2 are the effective-Hamiltonian parameters. In
perfect cubic symmetry, the effective 5E Hamiltonian reduces
to a particularly simple form. In this instance µ1 ) 2�2µ2

and d ) λ ) 0. Making the substitution µ2 ) b/6, the energies
of the 5E spinor levels are then -2b, -b, 0, b, and 2b. The
result is an effective cubic 5E Hamiltonian, expressed in the
complex-trigonal basis.

2.2.4. Ham Theory. The EXe Jahn–Teller interaction,
operating within a 2S+1E electronic ground term, gives rise
to a 2S+1E vibronic ground term. In the case of first-order
Jahn–Teller coupling the first excited levels are accidentally
degenerate vibronic 2S+1A1 and 2S+1A2 singlet levels. When
second-order Jahn–Teller coupling is included, the pseudo-
degeneracy of the excited vibronic singlets is lifted. As the
magnitude of second-order coupling is increased, the 2S+1E
vibronic ground term is approached asymptotically by either
the 2S+1A1 or 2S+1A2 excited vibronic singlet term. The
difference in the energies of the lower-lying doublet and the
first excited singlet is referred to in the literature as the
tunnelling splitting, 3Γ, and depends inversely on the strength
of the vibronic coupling.

Ham derived a generalized matrix form for interactions
which may perturb a vibronic 2S+1E ground term and the
next excited orbital-singlet level, resulting from strong first-
order and second-order Jahn–Teller coupling.21 When the
lowest excited orbital-singlet state is close in energy to the
ground state, we must include it in setting up the secular
equation for the effect of any perturbation on the ground
state. In the case where the excited singlet is of symmetry
A1, this matrix has the following form with respect to the
basis states |A1〉 , |gθ〉 , and |gε〉 ,

H) ( 3Γ rGθ rGε
rGθ -qGθ qGε
rGε qGε qGθ

) (15)

where |gθ〉 and |gε〉 are the two components of the E vibronic
ground term, which transform as the θ and ε components of
the E representation. The corresponding matrix for |A2〉 lower
is

H) ( 3Γ rGε -rGθ
rGε -qGθ qGε
-rGθ qGε qGθ

) (16)
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In the above matrices q and r are the Ham reduction factors.
For zero vibronic coupling, q ) 1 and r ) 0; for strong
first-order Jahn–Teller coupling, q )-r ) 1/2; and for strong
first-order and appreciable second-order coupling, q )
-r/�2 ) 1/2. The operators Gθ and Gε are functions of the
relevant perturbations which transform as the θ and ε
components of the E representation in cubic symmetry. The
effective spin–orbit-coupling matrix is generated by making
the following substitutions: Gθ ) -b/2Sθ and Gε ) -b/2Sε

where Sθ and Sε are the operators defined in eq 13 above,
operating in a basis of the spin functions. The corresponding
substitutions required to generate the strain matrix are: Gθ

) eθ and Gε ) eε, where eθ and eε are the tetragonal and
rhombic strain parameters, respectively.

In the limit of weak first-order Jahn–Teller coupling, where
the energy separation between the 2S+1E vibronic ground
term and excited vibronic-singlet terms is large relative to
the magnitude of an applied perturbation, the effect of
Jahn–Teller coupling on the ground term is simply to reduce
the parameter entering the description of the perturbation.
The following example shall serve to illustrate.

By replacing the operators Gθ and Gε in eq 15 above with
the expressions corresponding to the spin–orbit interaction,
an effective spin–orbit-coupling matrix, operating in the 5E
and excited 5A1 vibronic bases, can be constructed. In the
limit where 3Γ >> b, we can neglect the off-diagonal matrix
elements between the 5E vibronic ground term and excited
singlets. Expanding the |gθ〉 ,|gε〉 part of the matrix in eq 15
into a basis consisting of product functions of the vibronic
states and the five S ) 2 spin states, the eigenvalues of the
matrix are –2qb, -qb, 0, qb, and 2qb. When q ) 1, the
matrix is identical to the 5E effective-Hamiltonian matrix
given in eqs 12 and 13, and the eigenvalues correspond to
the energies of the spinor levels of the uncoupled 5E
electronic ground term. The effect of Jahn–Teller coupling
on the spinor energies of the 5E ground term is then to replace
the parameter b by b′ ) qb resulting in a uniform reduction
in the energies.

3. 3T1 + (5EXe) Vibronic Hamiltonian

In all of the Jahn–Teller-coupling calculations carried out
thus far to model the electronic and molecular structures of
high-spin d4 complexes a 5E effective Hamiltonian has been
employed. The effects of spin–orbit coupling and the
trigonal-splitting of higher-lying terms have been included
only insofar as they are allowed to perturb the energies of
the 5E basis functions. Such an approach takes no account
of the contamination of these functions through the in-mixing
of higher-lying states. In particular, when these states are
close in energy compared to the magnitude of spin–orbit
coupling, the zeroth-order wave functions are no longer a
good approximation to the ground state, and perturbation
theory breaks down. As we will later see, a contamination
of the wave functions has a profound effect on the degree
of quenching of the electronic operators within the 5E ground
term.

We present here a new 3T1 + (5EXe) vibronic-coupling
model, where the effective Hamiltonian is extended to span
both the 5E and excited 3T1 bases. The matrix elements of

spin–orbit coupling between the 5E and 3T1 terms, and the
trigonal splitting of the 3T1 term are included explicitly.
Spin–orbit coupling to higher-lying terms is still treated as
a second-order perturbation on the 5E part of the electronic
basis only. The general form of the 5E part of the electronic
Hamiltonian in the complex-trigonal basis is given in eq 14.
The form of the 3T1 part of the matrix and of the off-diagonal
spin–orbit-coupling matrix between the 5E and 3T1 terms has
been presented elsewhere.22,23

The explicit form of the effective Hamiltonian for a given
set of ligand-field parameters can be derived from the d4

ligand-field matrices. Here, we parametrize the ligand field
in terms of the AOM, where the d-orbital energies are
expressed in terms of the metal–ligand σ- and π-bonding
parameters, eσ, eπ|, and eπ⊥ . This model provides an obvious
link between the d-orbital energies and the structure of the
complex. The pictorial simplicity of the AOM approach and
transferability of the AOM parameters from one complex to
another confer obvious advantages over the crystal-field
approach.

We shall now outline the procedure for constructing the
effective Hamiltonian from the AOM matrices. First, the
ligand-field, spin–orbit coupling, spin- and orbital-angular-
momentum matrices are constructed in the full d4 electronic
basis, using the program LIGFIELD.24 For a given set of
AOM and Racah parameters the ligand-field and electron-
repulsion matrices are diagonalized together. The nineteen
lowest-lying states then correspond to the 5E and 3T1 terms,
and the eigenfunctions are now used to transform the
Hamiltonian matrices into this new “ligand field” basis.

We require that the orbital components of the 5E basis
functions transform as |u+〉 and |u–〉 . In trigonal symmetry,
this is easily achieved by diagonalization of the matrix
representation of Lz within this term. However, in the special
case of perfect octahedral geometry, the operator Lz has no
nonzero matrix elements within the 5E ground term. To
facilitate the identification of the orbital states, we perturb
the AOM input geometry away from perfect octahedral
symmetry by introducing a very small trigonal distortion.
With a little additional effort, 5E and 3T1 basis functions that
are eigenfunctions of both the Lz and Sz operators can be
created. This is accomplished by the diagonalization of the
matrix representation of the operator: Lz + Sz operating only
within the 5E and 3T1 terms.

As the Jahn–Teller and strain matrices have been con-
structed separately, the relative phases of the resulting 5E
basisfunctionsdomatterhere.FromthetableofClebsch-Gordan
coefficients for trigonal bases,25 we can construct the
following operator equivalents, transforming as the u+ and
u– components of the E irreducible representation,

OEu+
) 1

2
(Lx

2 - Ly
2 - i(LxLy + LyLx))

OEu-
) 1

2
(Ly

2 - Lx
2 - i(LxLy + LyLx)) (17)

In the complex-trigonal |u+〉 ,|u–〉 orbital basis, the matrices
of these operators must have the following form,

OEu+
) (0 -1

0 0 ), OEu-
) ( 0 0

+1 0 ) (18)
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Following inspection of the form of the matrices of these
operators and of the S+ operator in a basis of the new 5E
functions, the phases of the eigenfunctions are corrected
accordingly. Finally these functions are used to transform
the ligand-field and spin–orbit-coupling matrices into the new
basis.

Having now obtained the numerical ligand-field and
spin–orbit-coupling matrices in an appropriate basis, we
calculate the matrix elements of the spin–orbit perturbation,
V on the 5E part of the basis according to the prescription,

〈 i|V|j〉 ) ∑
n)20

210 〈 i|HSO|n〉〈 n|HSO|j〉
Ei -En

(19)

The indices i,j refer to the states belonging to the 5E term;
the index n runs over all 210 ligand-field states resulting
from the d4 electronic configuration, excepting the states
belonging to the ground 5E and 3T1 states; and Ei and En are
the energies of the ligand-field states resulting from diago-
nalization of the ligand-field and electron-repulsion matrices.
The resulting perturbation, V, has the general matrix form
given in eq 14 above. Finally, the complete effective
Hamiltonian in the new 3T1 + 5E basis is constructed
according to,

Heff )V+HSO +HLF +HER (20)

where HSO includes the matrix elements of spin–orbit
coupling within and between the 5E and 3T1 terms, not
accounted for in the perturbation. In this basis HLF + HER is
diagonal, corresponding to the energies of the terms before
spin–orbit coupling.

The matrix of the 3T1 + (5EXe) vibronic Hamiltonian can
now be constructed from eqs 5, 6, and 10 and from the
effective 3T1 + 5E Hamiltonian, derived from the AOM
matrices, in a basis of products of the electronic states and
the states of the {Qx, Qy} harmonic oscillator. A typical
calculation with nV ) 30 results in a sparse matrix of
dimension 9424.

4. Calculations and Discussion

In the following sections, we present example calculations
for a variety of Jahn–Teller-coupling strengths, employing
the 3T1 + (5EXe) model. The results are compared with those
obtained using other models, and the dependence of the
electronic and molecular structures on the parameters of the
vibronic Hamiltonian is discussed.

4.1. First-Order Jahn–Teller Coupling. The three-state
model of Ham constitutes a reasonable approximation to the
Jahn–Teller Hamiltonian in the limit where spin–orbit
coupling and low-symmetry-strain contributions to the
Hamiltonian are small compared to Jahn–Teller coupling.
Until now, however, no-one has tested the validity of this
model by direct comparison of the results with those obtained
by solution of the full 5EXe vibronic Hamiltonian. In
addition, effects arising from a contamination of the 5E wave
functions by coupling to higher-lying electronic terms have
been completely neglected.

In this section, we examine the degree of quenching of
the spin–orbit coupling operator within the 5E ground term

for various strengths of first-order Jahn–Teller coupling. We
compare and discuss the results of calculations made using
both the 5EXe and 3T1 + (5EXe) coupling models with those
predicted in accordance with the theory of Ham. In Figure
5 are presented plots of the energies of the spinor levels of
the 5E ground term as a function of increasing A1, calculated
using the three approaches.

The full squares show the energies calculated by numerical
solution of the 3T1 + (5EXe) vibronic Hamiltonian. The
effective 3T1 + 5E Hamiltonian was constructed from the
AOM matrices, assuming octahedral geometry, with eσ )
4000, eπ⊥ ) eπ| ) 0, B ) 647, C ) 2640, and � ) 193.2
cm-1 in accordance with the procedure described in section
3 above. The vibronic Hamiltonian was solved for pω )
254, A2 ) 0, ex ) ey ) 0 cm-1, and nV ) 30. The ligand-
field parameters and phonon energy used are those employed
previously to model the EPR and neutron-scattering data of
the deuteriated Cr(II) Tutton’s salt.1

The open triangles show the energies calculated by
numerical solution of the 5EXe vibronic Hamiltonian,
assuming an effective-Hamiltonian parameter, b ) 6.51
cm-1. The latter is simply the energy of the first spinor level
of the 3T1 + 5E Hamiltonian. Superimposed on this graph
are plots of the energies of the spinor levels given by the
expressions: E ) –2qb, -qb, 0, qb, and 2qb. Ham’s reduction
factor, q, was calculated using the relation,19

q) 1
2

[1+ e-4EJT/pω] (21)

The Mulliken symbols A1, A2, E, T1, and T2 denote the
symmetry and degeneracy of the spinor levels.

For low values of A1, up to ∼100 cm-1, the energies
obtained from diagonalization of the full 5EXe vibronic

Figure 5. Plots of the 5E spinor energies as a function of A1.
Solid lines indicate the energies obtained from Ham theory.
Open triangles and full squares denote the energies obtained
by diagonalization of the 5EXe and 3T1 + (5EXe) vibronic
Hamiltonians respectively.
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Hamiltonian agree very well with the predictions of Ham.
In the range A1 ) 200–400 cm-1 the reduction factor q is
too small. As A1 is increased, the relative energies of the
spinor levels begin to deviate from the pattern, 0, b′, 2b′,
3b′, 4b′, deviating most strongly at A1 ) 1000 cm-1 where
the excited 5A1 and 5A2 levels are only ∼20 cm-1 above
the ground state. The excited 5A1 and 5A2 terms give rise to
spinor levels of E and T2, and E and T1 symmetry,
respectively. If the excited vibronic-singlet terms are close
in energy to the ground vibronic doublet, mixing of spinor
levels of the same symmetry occurs, resulting in deviations
of the energies of the E, T1, and T2 levels from the expected
energy scheme. Ham’s expression nevertheless gives a
surprisingly good reproduction of the energies over the entire
range.

Similarly, for low values of A1, the energies obtained from
diagonalization of the 3T1 + (5EXe) vibronic Hamiltonian
are well approximated by Ham theory. A reasonable repro-
duction of the energies is achieved for A1 < 300 cm-1;
however, for large values of A1, the energies calculated from
Ham theory are considerably higher than those obtained using
the vibronic Hamiltonian. The dominant contribution to the
zfs of the 5E term arises from off-diagonal matrix elements
linking the 3T1 and 5E electronic terms. Though the form of
the off-diagonal spin–orbit-coupling matrix between the 5E
vibronic ground term and the electronic 3T1 term must from
symmetry be the same as that of the matrix connecting the
original 5E and 3T1 electronic terms, the factor reducing these
off-diagonal matrices does not need to be identical to the
factor q reducing the operators within the 5E term. Indeed,
in the strong-coupling limit, the effective reduction factor is
far smaller than the factor q ) 1/2, predicted by Ham theory.

4.1.2. Reduction Factors and Ligand-Field Theory. In the
limit of weak first-order Jahn–Teller coupling, the low-level
energy schemes, calculated above, can also be reproduced
using a crystal-field or ligand-field model, with a reduced
spin–orbit-coupling parameter. From Ham’s reduction factor,
q ) 0.5 for strong first-order Jahn–Teller coupling, the
effective spin–orbit-coupling parameter, �′, required to model
the low-level energy scheme with a ligand-field model is
calculated to be �′ ) �0.5� = 0.707�. In contrast, the
energies obtained using the 3T1 + (5EXe) vibronic Hamil-
tonian, with A1 ) 1000 cm-1, correspond to q ) 0.3 and an
effective spin–orbit-coupling parameter, �′ ) �0.3�= 0.55�.
This reduction of the spin–orbit-coupling parameter is much
greater than the usual reductions applied to the electronic-
repulsion and spin–orbit-coupling parameters, attributed to
the effects of covalency.26

In the case of strong first-order Jahn–Teller coupling, the
higher-lying singlet terms are close in energy to the ground
orbital doublet and the spinor energy-level scheme differs
significantly from the regular spacing expected from ligand-
field theory. In addition, the observation of an optical
transition of energy ∼4EJT, typical for first-order Jahn–Teller
coupling, cannot be reconciled with a perturbed 5E ground
term within the ligand-field model.

4.2. Strong First-Order and Weak Second-Order
Jahn–Teller Coupling. Acoustic paramagnetic resonance
(APR), far-infrared (FIR), phonon-scattering, and thermal-

conductivity experiments have been carried out on MgO:
Cr2+, KMgF3:Cr2+, and CaO:Cr2+.27–34 In these hosts, the
chromous ion is embedded substitutionally for Mg2+ or Ca2+

at a site of approximately cubic symmetry and is very
strongly coupled to the lattice vibrations. The energy
splittings observed in these systems can be interpreted with
the aid of Ham’s three-state model, assuming strong first-
order and weak second-order Jahn–Teller coupling with very
small lattice strain.

The magnitude of the tunnelling splitting in the MgO:Cr2+

system is of the order of ∼10–30 cm-1.35 The degeneracies
of the 5E ground term and the excited 5A1 and 5A2 terms,
arising from Jahn–Teller coupling, are then lifted through
the spin–orbit interaction. Although a considerable amount
of data has been amassed for the MgO:Cr2+ system, a
number of different parameter sets have been proposed.32,36,37

In the following, we do not attempt to model the data for
this system. Instead these calculations should serve to
illustrate, qualitatively, the energy scheme resulting from
strong first-order and weak second-order Jahn–Teller cou-
pling, as observed in such systems.

In Figure 6 are presented plots of the energies of the lowest
fifteen spinor levels of a representative high-spin d4 cation
as a function of �, calculated by diagonalization of (a) the
5EXe vibronic Hamiltonian and (b) the 3T1 + (5EXe)
vibronic Hamiltonian. The effective 3T1 + 5E Hamiltonian
was created from the AOM matrices, assuming octahedral
coordination. The ligand-field parameters were those used
to construct the matrices in section 4.1. The effective-
Hamiltonian parameter, b, is directly proportional to �2, and
an expression for this parameter was derived from the spinor
energies of the 3T1 + 5E Hamiltonian. In both calculations,
the parameters pω ) 254, A1 ) -900, A2 ) 1, ex ) ey ) 0
cm-1, and nV ) 30 were used.

Superimposed on these plots are calculations based on
Ham’s three-state model. Once again, we have constructed
the effective spin–orbit-coupling matrix by substituting the
relevant functions for the Gθ and Gε operators. The matrix
given in eq 16 above, with |A2〉 lower lying was expanded
into a new basis consisting of product functions of the three
vibronic states and the five S ) 2 spin states. 3Γ ) 16.66
cm-1 was obtained by numerical solution of the 5EXe
vibronic Hamiltonian, without spin–orbit coupling. Finally,
the energies were obtained by diagonalization of the resulting
matrix, with the parameters 3Γ ) 16.66 cm-1, q ) -r )
1/2 and b as determined above.

In Figure 6a, the energies calculated using Ham’s three-
state model are in very good agreement with those obtained
from diagonalization of the 5EXe vibronic Hamiltonian. In
Figure 6b, however, the spinor energies calculated using
Ham’s model give poor agreement with the solutions of the
3T1 + (5EXe) vibronic Hamiltonian. This is a consequence
of an overestimate in the factor q, as already mentioned. This
result emphasizes the need for caution when using second-
order perturbation theory. While the effective 5E Hamiltonian
may yield reasonable approximations to the energies of the
spinor levels when the 3T1 term is relatively high in energy,
the Hamiltonian does not allow for any contamination of
the ground-state wave functions, which will most certainly
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have an influence on the value of q. In this respect, the
effective 3T1 + 5E Hamiltonian must be considered to be
more exact.

4.3. Strong First-Order and Appreciable
Second-Order Jahn–Teller Coupling. Of the high-spin d4

centers for which experimental data are known, the instance
of strong first-order coupling and very weak second-order
coupling, considered in the previous section, is found only
for the chromous ion doped into MgO and CaO. The
remainder are primarily Mn(III) coordination complexes for
which the large ratio of the strain to the tunnelling splitting
renders a static Jahn–Teller distortion at liquid-helium
temperatures. The ground-state multiplet may then be
adequately described by an S ) 2 spin Hamiltonian.

Correlating the parameter values of this Hamiltonian to
the molecular structure traditionally proceeds by ligand-field
theory, from which information regarding the bonding within
the complex is obtained. Before proceeding further, it is vital
to outline the approach and emphasize its limitations. The
ligand-field Hamiltonian is often constructed using the AOM.
Some dependence of the parameters upon the distance, r,
then has to be assumed. In the spirit of crystal-field theory,
eσ and eπ would be assigned a 1/r5 and 1/r6 dependence,
respectively.2 The values of the bonding parameters so
derived then have chemical significance only if the complex
is strongly localized in the temperature range where the
experimental data are acquired, for dynamic effects cannot
be modeled by a Hamiltonian in which the vibrational
coordinates of the complex are neglected. For example,
room-temperature crystallographic data are often interpreted
in conjunction with low-temperature spectroscopic data. This
strategy is potentially dangerous since the room-temperature
crystal structure often does not reflect the structure of the
molecule at base temperature.

If the crystallographic and spectroscopic data are collected
at the same temperature but dynamic effects are still
prevalent, then the results of the analysis will still be
misleading, as the values of the spin-Hamiltonian parameters
derived will depend on the time scale of the technique
relative to the rate at which the molecule undergoes intramo-
lecular reorientations between the potential-energy minima.
By contrast, in the theoretical method which we have
outlined, the angular-overlap matrices are constructed in the
undistorted geometry and are always valid regardless of the
coupling strength. The calculated molecular and electronic
coordinates appear naturally from the vibronic-coupling
calculations.

As an illustration, we consider here the [Mn(OD2)6]3+

cation in the deuteriated cesium manganese alum,
CsMn(SO4)2 ·12D2O. Single-crystal neutron-diffraction stud-
ies reveal that the site symmetry of the [Mn(OD2)6]3+ cation
in the alum at 170 K is S6. The water molecules are rotated
about the Mn-O bond vectors by the angle � )-19 degrees
with respect to the MnO6 framework.35 At ∼156 K, however,
the alum undergoes a cubic to orthorhombic phase transition,
and at 5 K, the aqua ion is tetragonally elongated, with
Mn-O bond distances of 2.129(2), 1.929(1), and
1.924(1) Å and all O-Mn-O bond angles within 1.4 of
90°.38

Despite the MnO6 framework being close to tetragonal,
an analysis of the low-temperature HFEPR data indicates a
large rhombic anisotropy, with spin-Hamiltonian parameters
D ) -4.491(7) cm-1 and E ) 0.248(5) cm-1.2 Similar
parameters were obtained from 1.5 K INS spectra.3 The
AOM analysis of the low-temperature data has been reported
in detail and may be summarized as follows. The optical
spectra exhibit intra-5D transitions, which energies may be
written down in terms of AOM bonding parameters. As-

Figure 6. Plots of the lowest fifteen spinor levels as a function of �. Lines indicate the energies obtained using Ham theory.
Open circles and open triangles denote the energies calculated by diagonalization of the 5EXe vibronic and 3T1 + (5EXe) vibronic
Hamiltonians, respectively. The parameters used are given in the text.
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suming parameters corresponding to the [V(OH2)6]3+ cation,
and allowing the eπ parameters to vary as a function of 1/r6,
it was concluded that the rhombic anisotropy results primarily
from the anisotropic nature of the Mn(III)-water π-bonding.

Recently, we have collected data at elevated temperatures
showing that the spin-Hamiltonian parameters are temper-
ature dependent. In the spirit of the AOM, this result can be
modeled only by allowing the parameters to be temperature
dependent, implying that the nature of the bonding interaction
is itself temperature dependent. This is not necessarily so.
We now show how the low-temperature bond lengths and
spin-Hamiltonian parameters can be reproduced by our model
and how these experimental observables can become tem-
perature dependent without implying a change in parameters
describing the chemical bonding.

4.3.1. Calculation of the Low-LeVel Energy Structure.
Using the 3T1 + (5EXe) vibronic Hamiltonian, the low-level
energy structure of the Mn(III) aqua ion in the cesium
manganese alum can be reproduced. AOM matrices were
first constructed using the bond angles of the high-symmetry
(S6) structure and the parameters, eσ ) 6950, eπ⊥ ) 930, eπ|

) 0, B ) 848, and C ) 3341 cm-1, from which an effective
3T1 + 5E Hamiltonian was derived. The Racah parameters
are ca. 85% of the free-ion values, and the eπ⊥ and eσ

parameters are those used to model spectroscopic data for
the [V(OH2)6]3+ cation in the cesium vanadium alum.39

A band observed at ∼10 500 cm-1 in the absorption
spectra of the cesium manganese alum corresponds to the
intra-5E transition of energy ∼4EJT.2 An estimate of the
energy of the V2(MnO6) stretching vibration, pω ∼ 428 cm-1,
was made based on Raman data available for related
systems40,41 and, using the relation EJT ) A1

2/2pω, the first-
order Jahn–Teller-coupling parameter A1 )-1462 cm-1 was
obtained. Values of the second-order-coupling and strain
parameters were chosen such as to give rise to a sufficiently
isolated S ) 2 ground manifold. Diagonalization of the 3T1

+ (5EXe) vibronic Hamiltonian using the parameters, A1 )
-1462, A2 ) 30, ex ) -100, ey ) 0, pω ) 428 cm-1, � )
317 cm-1 (ca. 90% of the free-ion value) and nV ) 35,
yielded a low-level energy scheme characterized by D )
-4.6421 and E ) 0.2277 cm-1, in reasonable agreement
with the experiment.

4.3.2. Variation in Bond Lengths with Temperature. In
addition to calculating the low-level energy structure, it is
also possible to calculate the Mn-O bond lengths of the
Mn(III) aqua ion. Using the eigenvectors obtained in the
calculation above, the expectation values of the Qx and Qy

operators within the ground multiplet can be determined.
From eqs 8 and 9, µ ) 20 (the reduced mass of the D2O
ligand) and pω ) 428 cm-1, the distortions ri of the Mn-Oi

bond distances were calculated. Using the average (5 K)
Mn-O bond length of 1.994 Å, the resulting Mn-O bond
distances are 2.14, 1.93, and 1.93 Å, in very good agreement
with the 5 K experimental data.35

The solution of the vibronic Hamiltonian described in
section 4.3.1 yields two excited spin multiplets at ∼150 cm-1

3/2ex above the ground spin multiplet. At room temperature
(293 K), the Boltzmann factors for the ground and excited
spin multiplets are ∼0.54, ∼0.23, and ∼0.23, respectively.

The Mn-O bond distances for the two excited multiplets,
calculated from the expectation values of Qx and Qy in
accordance with eqs 8 and 9, are 1.92, 2.03, and 2.03 Å,
corresponding to tetragonally-compressed geometries. An
average room temperature structure can be obtained by
weighting the geometries of the ground and excited spin
multiplets in accordance with their Boltzmann factors. The
Mn-O bond distances at 293 K are thus calculated to be
2.03, 1.97, and 1.97 Å. A natural dependence of the bond
distances on the temperature is seen to arise without the need
to assume a temperature dependence of the parameters of
the Hamiltonian.

5. Summary and Conclusion

The theoretical description of high-spin d4 complexes has
traditionally proceeded by way of a conventional ligand-
field analysis, correlating spectroscopic data with crystal-
lographic measurements. The approach necessitates assump-
tions as to the radial dependence of the ligand-field parameters,
takes no account of dynamical Jahn–Teller effects, and is of
dubious significance when the low-temperature structure of
the complex is inferred from room-temperature X-ray dif-
fraction data. In this work, we have presented a new
theoretical approach which circumvents these difficulties by
calculating the experimental quantities directly from the
eigenfunctions and eigenvalues of a vibronic Hamiltonian,
yet retains the chemically intuitive AOM in the construction
of the electronic basis set.

Whereas the 5EXe vibronic-coupling model is applicable
only to certain octahedral Cr(II) complexes, the 3T1 + (5EXe)
model presented here can in principle be applied to any high-
spin d4 complex, where the ligand-field parameters in the
undistorted trigonal or octahedral configuration can be
reliably estimated. The utility of the method is demonstrated
by the application of the Hamiltonian to MgO:Cr2+ and the
[Mn(OD2)6]3+ cation in the deuteriated cesium manganese
alum. A temperature dependence of the bond lengths arises
quite naturally from the model.

The explicit inclusion of the spin–orbit interaction between
the 5E and excited 3T1 terms has a marked effect on the
degree of quenching of spin–orbit coupling within the ground
term. For Cr(II) complexes with strong first-order coupling,
it is shown that the effective reduction factor is considerably
lower than that expected from Ham’s theory. This result
underlines the need for caution in the interpretation of the
ground energy-level scheme observed for systems such as
MgO:Cr2+.
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Abstract: In an earlier paper, the authors have developed a new method, the mobile block
Hessian (MBH), to accurately calculate vibrational modes for partially optimized molecular
structures [J. Chem. Phys. 2007, 126 (22), 224102]. The proposed procedure remedies the
artifact of imaginary frequencies, occurring in standard frequency calculations, when parts of
the molecular system are optimized at different levels of theory. Frequencies are an essential
ingredient in predicting reaction rate coefficients due to their input in the vibrational partition
functions. The question arises whether the MBH method is able to describe the chemical reaction
kinetics in an accurate way in large molecular systems where a full quantum chemical treatment
at a reasonably high level of theory is unfeasible due to computational constraints. In this work,
such a validation is tested in depth. The MBH method opens a lot of perspectives in predicting
accurate kinetic parameters in chemical reactions where the standard full Hessian procedure
fails.

1. Introduction

Ab initio prediction of reaction rate constants of chemical
reactions has a high computational cost, especially when
large (bio)molecular systems are involved. An accurate
description of chemical kinetics of reactions in gas phase is
nowadays perfectly practicable for moderate-sized molecules,
but once the molecular environment comes into play, one
has to adapt the level of theory in such way to make the
computation feasible.1 This puts a heavy burden on the
accuracy of the numerical results. Chemical kinetics in static
approaches is still widely based on transition state theory
(TST).2–5 Key parameters are the reaction energy barrier
between the reactants and activated complex (the transition
state) and the vibrational frequencies, which serve as an input
in the partition functions, and their accurate computation is
essential. In the molecular-statistical formulation of TST, they
completely determine the equilibrium constant by the use
of partition functions.

In the harmonic oscillator approximation, the molecular
partition function is factorized in a translational, rotational,
and vibrational contribution, where the latter is completely

determined by the eigenfrequencies. Frequencies are usually
computed by a normal-mode analysis (NMA). This is the
main bottleneck in ab initio predictions of chemical kinetics
in large molecular systems, since frequency calculations are
computationally very demanding even if analytical second
derivatives are employed, rather than numerical ones. If a
molecular mechanics (MM) force field is used instead of a
quantum mechanics (QM) or hybrid (QM/MM)6–9 descrip-
tion, the frequency calculation becomes less problematic,
though even at the full MM level other issues, such as the
storage and manipulation of the huge Hessian matrices
associated with very large systems, can become prohibitive
in real applications. Anyway, chemical reactions inherently
involve bond breaking and charge transfer; so, it is essential
to provide a QM description for (at least) the reactive region
and a full MM description is usually no option.

In addition, there are computational limitations in the
geometry optimization of extended systems at a high level
of theory (LOT). Very often one goes over to a partial
optimization: the interesting region containing the active site
is optimized at a high LOT, while the environment is kept
fixed at a low LOT geometry. This approach permits one to
obtain an ab initio description of the chemically active site* Corresponding author. E-mail: michel.waroquier@UGent.be.
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in large molecular systems, but at the same time, it creates
several new problems. One of them is the extraction of
accurate frequencies for the relevant vibrational modes. All
partially optimized systems are nonequilibrium structures,
and as a consequence of the residual gradients on the
potential energy surface (PES), the standard full Hessian
normal-mode analysis may show some unphysical results,
e.g., spurious imaginary frequencies may appear. A frequency
analysis in terms of a subset of coordinates that are
optimized, i.e. a partial Hessian method, can avoid these
problems.

The authors have succeeded recently in deriving a method
that is able to calculate physical frequencies. The main idea
is to group the atoms that were kept fixed during the partial
optimization into one or more blocks that are able to move
as rigid bodies with respect to the relaxed molecular part in
the vibrational analysis.10 This mobile block Hessian (MBH)
method has shown to be very efficient for an accurate
evaluation of relevant frequencies of vibrational modes. The
proposed procedure remedies the artifact of imaginary
frequencies occurring in standard frequency calculations for
partially optimized systems. In addition, only a subblock of
the Hessian matrix has to be constructed and diagonalized,
leading to a serious reduction of the computation time for
the frequency analysis.

MBH can be regarded as an extension of the partial
Hessian vibrational analysis approach (PHVA). Only part
of the cartesian Hessian has been retained, excluding all the
atoms of the passive site of the molecule that is kept fixed
during the optimization. This methodology was first intro-
duced and developed by Head and co-workers11–14 and was
further investigated by Li and Jensen15 and Besley and
Metcalf.16 It comes to giving an infinite mass to the fixed
atoms so that they are frozen at their initial position. Only
the relaxed atoms can participate in the small amplitude
vibrations.

The novelty of MBH with respect to PHVA lies in the
fact that, in the former, the finite mass of each block is taken
into consideration in the NMA, instead of giving an infinite
mass to the fixed atoms. Six degrees of freedom are attributed
to each block to describe its position and orientation with
respect to the fully optimized part, and the global translational/
rotational invariance of the potential energy surface (PES)
is fully respected. Moreover, the PHVA is always limited
to the case of one immobile block with infinite mass, whereas
in the MBH model, parts of the molecular system can be
ranged in multiple blocks which can move as rigid bodies
with respect to the relaxed part of the molecule. In ref 10,
both PHVA and MBH methods are submitted to a tough
comparative study, while in ref 17, attention is given to the
practical implementation of the MBH model and the interface
with molecular modeling program packages.

One of the main applications that can be deduced from
the knowledge of accurate normal-mode frequencies, is the
prediction of chemical kinetics, as already mentioned. By
means of the partition functions and a molecular-statistical
formulation of transition state theory, the reaction rate
constant k of a chemical reaction can be determined.2–5 A
somewhat different approach is proposed by the group of

Lin et al.18 Basic assumption is that the Hessian elements
that involve only the atoms of the active site might be more
critical than the other Hessian elements. The less critical
elements are approximated following some interpolation
procedure, mainly for elements at the nonstationary points
on the potential energy surface which are not consistently
constructed by the same level (dual level scheme). Other
related papers suggest proper methods to predict accurate
QM/MM kinetics by incorporating quantum mechanical
effects by treating vibrational motions quantum mechanically
and applying multidimensional tunneling approximations into
reaction rate calculations.19,1 Recently, more sophisticated
techniques concerning transition state theory have been
developed including tunneling effects, quantum dynamical
effects and multiple pathways (we refer to ref 20 for a review
of all modern developments), but in view of the goal of this
paper to validate the MBH approach in predicting kinetics,
conventional TST largely suffices and tunneling and other
effects will not be incorporated.

In principle, the expression of k includes all normal
vibrational modes in reactants and activated complex. It is
inherent to both MBH and PHVA approaches that the
number of frequencies is always smaller than in a standard
frequency calculation. The question arises whether this
reduction has a significant influence on the reaction rate
constant. Here lies the scope of this work: we will demon-
strate that the normal modes which disappear when defining
fixed blocks have little influence on the chemical kinetics.
This work aims at promoting MBH as a suitable and highly
efficient tool for predicting accurate chemical kinetics
parameters in large extended molecular systems where the
standard full Hessian procedure fails.

Applications of MBH are numerous. They can be classified
in various categories:

(i) Large biosystems consisting of thousands of atoms
require a hybrid quantum mechanical/molecular mechanical
(QM/MM) approach.6–9 The whole MM region can be taken
up in one or multiple blocks.

(ii) A cluster description of zeolites or other periodic systems,
such as lattices, requires fixed positions of border atoms to
prevent collapse of the molecule during optimization.21–23 This
represents a particular situation of partial optimization.

(iii) Reactions in solvents often require an approach with
a chemical reactive site and various layers treated at different
levels of theory (QM/MM or QM/QM′). The whole can even
be circumvented by a bulk solvent described by a polarizable
continuum model (PCM).24,25 In MBH, the various solvent
molecules are all regarded as mobile blocks which can
translate and rotate freely around the active site. Only the
internal structure of each solvent molecule is held fixed.

The structure of the paper is as follows. In section 2, a
short outline of the theoretical methodology is given, and in
section 3, the computational details are summarized. Section
4 is devoted to the validation of MBH as an adequate method
to predict rate constants. Different reactions with various
block choices are taken up in the test set for validation with
the benchmark values (full optimization before frequency
calculation). The test set includes a prototype substitution
reaction, a hydrogen transfer reaction, as well as several
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radical addition reactions, since these have a localized
reactive site. The effectiveness of the multiple MBH has been
illustrated with a more extended aminophosphonate system
in section 4.3, for which solvent molecules are taken into
account. The results of the MBH have been compared to
those of the PHVA approach as well, and based on theoretical
considerations, a modified PHVA method is presented in
section 4.4, hereafter referred to as PHVA*. Finally in section
5, some conclusions are drawn.

2. Theoretical Background

2.1. Partition functions. Within the harmonic oscillator
approximation, the 3N degrees of freedom of a N-atom
system can be decoupled into three groups of independent
motionss3 translational, 3 rotational, and 3N - 6 vibrational
motionssthat all contribute to the total partition function Q:

Q) qqelec (1)

where

q) qtransqrotqvib (2)

The translational partition function reads

qtrans ) (2πMkBT

h2 )3/2

V (3)

M stands for the total mass of the system, T is the
temperature, kB is the Boltzmann constant, h is the Planck
constant, and V is the volume. If I1, I2, and I3 denote the
moments of inertia of the system and σ is the symmetry
number, the rotational partition function reads

qrot )
8π2

σ (2πkBT

h2 )3/2

√I1I2I3 (4)

Each vibration with frequency νi, gives a contribution

q(νi)
) e-hνi/2kBT

1- e-hνi/kBT
(5)

to the total vibrational partition function

qvib )∏
i

q(νi)
(6)

The electrons also contribute to the partition function, but
when the first electronic excitation energy is much greater
than kBT, the first and higher excited states are assumed to
be inaccessible. If E0 is the energy of the ground-state level,
this assumption simplifies the electronic partition function
to

qelec ) e-E0/kBT (7)

Note that the zero point energy contribution e-hνi/2kBT in the
numerator of eq 5 is frequently left out from the vibrational
partition function and incorporated in the electronic partition
function.

Ab initio molecular calculations can be used to generate
the molecular properties required for the evaluation of the
above partition functions, such as the geometry (for the
moments of inertia Ii), the Hessian matrix (for the vibrational
frequencies νi), and the electronic ground-state energy E0.

2.2. Reaction Rate Constant within Conventional
Transition State Theory (TST). Transition state theory has
been proved to be very useful to determine the reaction rate
constants.2–5 It supposes that the transition state or activated
complex is in equilibrium with the reactants, although, strictly
speaking, this hypothesis is not valid since the transition state
corresponds to a saddle point rather than a minimum on the
PES. Within this assumption the rate constant is completely
determined by the microscopic partition functions and the
reaction barrier at 0 K.

For a unimolecular reaction, A f Aq f B or A f Aq f
B + C (with the q superscript indicating the activated
complex) the rate constant k is given by:

k(T))
kBT

h
q(q)/V
q(A)/V

e-∆E0/kBT (8)

∆E0 represents the molecular energy difference at 0 K
between the activated complex and the reactants. The
transition state frequency is assumed not to be included in
the partition function q(q) of the activated complex. k is
expressed in units s-1.

For a bimolecular reaction A + B f (AB)q f C or A +
B f (AB)q f C + D, the expression for the rate constant
becomes

k(T))
kBT

h
q(q)/V

q(A)/V q(B)/V
e-∆E0/kBT (9)

expressed in units of cubic meters per mole second.
2.3. MBH and PHVA. Partially optimized geometries are

nonequilibrium structures. The usual normal-mode analysis
(NMA) equations Hν ) ω2Mν, with H being the full
cartesian Hessian and M the Cartesian diagonal mass matrix,
could be solved to obtain the frequencies, but this procedure
shows some serious defects. The Hessian H is the second
derivative matrix of the potential energy with respect to all
the Cartesian coordinates. At nonequilibrium geometries, it
has only three zero-eigenvalues instead of six, implying that
the rotational invariance of the potential energy surface is
not manifest anymore.26 Spurious imaginary frequencies
appear. Moreover, the eigenvalues of the Hessian depend
on the choice of coordinates.27,28

In the partial Hessian vibrational analysis (PHVA),13,15

these defects are surmounted by giving the fixed atoms an
infinite mass. The normal mode equations are then restricted
to the relaxed atoms only, by taking a submatrix of the
Hessian and the mass matrix:

HEν)ω2MEν (10)

The mobile block Hessian (MBH) model has been
proposed recently by the authors10 as an improvement of
the PHVA. In the MBH model the fixed part is considered
as a rigid body that is allowed to participate in the small
amplitude vibrations, thus taking into account the finite mass
of the fixed block. The spurious frequencies and the
coordinate dependence are avoided since the system com-
posed of optimized atoms plus block is in equilibrium.
Relying on the global translational and rotational invariance,
it is possible10 to write the single block MBH normal mode
equations in terms of the same submatrix HE of the Hessian,

616 J. Chem. Theory Comput., Vol. 4, No. 4, 2008 Ghysels et al.



while the corresponding mass matrix is adapted because of
the finite block mass:

HEν′ )ω′2M̃′ν′ (11)

with

M̃′ )ME -MEDES-1DE
TME (12)

The matrix DE is constructed in terms of the coordinates of
the free atoms with respect to a space fixed frame. The matrix
S contains the information on the mass distribution, i.e. the
total mass and the moments of inertia of the molecule. Details
can be found in the Appendix and more extensively in ref
17.

The usefulness and applicability of the MBH approach
are seriously increasing in case of extension to several mobile
blocks. The multiple MBH takes into account the finite mass
of each block, by including six parameters per block
describing its position and orientation into the NMA equa-
tions and by mass weighting with the appropriate block mass
and moments of inertia.

The multiple MBH method is for instance extremely useful
when simulating chemical reactions in a solvent. Solvent
molecules can easily be associated to rigid blocks with a
fixed internal structure. They can move freely with respect
to each other and with respect to the active site of the
molecule.

At first sight the MBH is similar to the united atom concept
in force fields, since groups of atoms are treated there also
as a single entity.29 However, in spite of this resemblance,
the MBH is essentially different. In the MBH blocks each
atom keeps its identity and continues to contribute individu-
ally to, e.g., moments of inertia, Hessian elements, steric
hindrance, etc. Coarse-grained or united atom methods reduce
the number of atoms and the initial all-atom potential energy
surface is approximated by a parametrizized PES of lower
dimension. The MBH on the other hand does not simplify
the potential energy surface but freezes certain degrees of
freedom when performing the vibrational analysis.

3. Computational Details

In order to validate both MBH and PHVA methods in their
performance in reproducing accurate chemical kinetics, we
compare the MBH and PHVA predictions for the reaction
rate constant with benchmark values k.

Benchmark structures and frequencies are generated with
a full geometry optimization at a high level of theory (DFT/
B3LYP/6-311 g**) with tight convergence criteria such that
the residual gradients on the PES are negligibly small. Conse-
quently, a frequency calculation is carried out at the same level
of theory for the whole molecular system. These equilibrium
geometries permit to calculate the reaction rate with the full
cartesian Hessian frequencies.

In a first analysis, frequencies and rate constants are
calculated for the fully optimized geometry, while the block
size is varied in the vibrational analysis. For each reaction
under study, we take into consideration various choices of
fixed blocks, or, various submatrices HE of the Hessian. The
normal mode equations, eqs 10 and 11, are constructed and

solved using the same geometry, and thereby, any perturba-
tion resulting from geometry differences is excluded in this
particular treatment. This comparative study is thus highly
appropriate to investigate the influence on the rate constants
of exclusion of parts of the Hessian in the frequency
calculation, i.e. limiting the NMA to a partial Hessian.

In a second analysis, partial geometry optimization is
performed and consequently followed by a frequency
calculation. For the MBH model, the position/orientation (six
degrees of freedom) of each block are optimized, in contrary
to PHVA, where the atoms in the single block are kept fixed
in space. Therefore, a partial optimization with multi-
ple blocks produces a better structure than one with a single
block. We remind that PHVA is always limited to a single
block, whereas MBH is very suitable to treat multiple blocks.

The partial optimization is performed as follows. First,
one optimizes the system at a low level of theory (HF/STO-
3g) to find a plausible starting structure. Then the rigid blocks
are introduced and the system is partially optimized at a high
level of theory (DFT/B3LYP/6-311 g**), while keeping the
rigid blocks fixed at their initial internal geometry. All
calculations were carried out with the Gaussian03 software
package.30 Next, a frequency calculation is performed with
the second derivatives of the potential energy using the same
high level of theory. The standard full Hessian frequency
analysis would give unphysical results due to the residual
forces present in the partial optimized structures, as mentioned
in the Introduction. Instead, the PHVA or MBH normal mode
eqs 10 and 11 are constructed, as these yield physical frequen-
cies. Obviously, the same rigid blocks are chosen as those
considered in the precedent partial optimization.

A partial Hessian method such as the MBH or PHVA
approach, however, reduces the number of calculated fre-
quencies. The difference in the number of degrees of freedom
between reactants and transition state determines the tem-
perature dependence of the reaction rate, as can be easily
seen by inspecting eqs 8 and 9. This difference should not
change when introducing the MBH blocks. It is therefore
obvious that the chosen blocks must consist of the same
atoms in reactant(s) and transition state. Note that strictly
speaking the internal rigid block geometry might differ
between reactants and transition state, because of the first
step, i.e. optimization at the low level of theory before the
actual partial optimization.

Finally, we made a selection of various chemical reactions
for the validation. Most of them are radical addition reactions,
but also one prototype substitution reaction (SN2) and the
hydrogen abstraction of one of the ending carbons are included
(R6 and R7, respectively). In these reactions the reactive site
(the radical center) is well localized. We choose addition
reactions of ethene to a large variety of radicals with different
substituents. It enables us to select various types of blocks (large
and heavy blocks, substituents with ring structure(s), etc) and
to give some recommendations in choosing the fixed blocks
and the relaxed molecular region.

An overview of the different reactions under study is
depicted in Figure 1. The reactions are labeled as R1, R2,
etc. and the reactants and products are numbered. The block
choices in the reactants are indicated and labeled in Figures
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2 and 3, and the transition state and product are assumed to
contain the same block(s). Blocks can be classified in various
types: they can include the reactive center (which at first
view appears to be a surprising choice), they can directly be
connected with the reactive center by a single bond, or they
are separated by more than one bond. It is also possible to
combine blocks to the case of multiple blocks. In bimolecular
reactions, rigid blocks can be introduced in each of the two
reactants; in the activated complex and product, they form
multiple blocks, hindering in principle the application of the
PHVA method. To illustrate, in reaction R10, one can
combine blocks a and b in the description of the two

reactants. This case will be denoted as a-b and only makes
sense when using MBH.

4. Discussion

4.1. MBH with a Single Block. In the MBH (PHVA)
approach, the total partition function of eq 1 is used to
calculate the reaction rate, but the vibrational partition
function qvib is constructed with the MBH (PHVA) frequen-
cies:

qMBH ) qtransqrotqvib
MBH (13)

qPHVA ) qtransqrotqvib
PHVA (14)

Figure 1. Overview of studied reactions.
Figure 2. Numbering and choice of the different blocks.
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The chosen test set of chemical reactions allows an exhaus-
tive investigation of the influence on the rate constant of the
position of the rigid block, the block’s mass, its distance to
the reactive center, and the stochiometry of the reaction.

In Tables 1 and 2, the rate constants at T ) 300 K are
listed for the several reactions in units of cubic meters per
mole second (bimolecular reactions) or inverse seconds
(unimolecular reactions). In the first column, the benchmark
values k, calculated with the full Hessian frequencies of the
equilibrium structure, are tabulated for comparison. The
benchmark is only available for the fully optimized structure
and is calculated in absence of any block. The block size in
the MBH or PHVA approach applied on a fully optimized
structure is indicated by a, b, c etc. A prime is added if the
geometry was obtained by partial optimization, e.g. a′, b′,
c′, etc.

In a first step, we concentrate on the results obtained with
the fully optimized structures. In the next step, the influence
of the partial optimization will be discussed.

As can be seen in Tables 1 and 2, the overall agreement
of the MBH rate constants with the benchmark values is
remarkably good. The reaction rate constants are reproduced
to within a factor of 2, apart from a few cases in Table 2,
which are discussed further. This observation holds for a
variety of reactions: for unimolecular and bimolecular
reactions, for radical and nonradical reactions, and for heavy
or small block masses. The deviation is within acceptable
limits and is smaller than corrections induced by the level
of theory,31 internal rotations,32,33 tunnel effects, and other
factors.34,35

The apparent agreement of the MBH predictions with the
benchmark implies that the contribution of the omitted
normal modes, inherent to the MBH method, is of the same
magnitude for both the transition states and reactants.
Apparently the omitted modes are not essential in the
determination of the rate constant. These rather unimportant
modes are localized in the fixed block or spread out over
the fixed block and the optimized region. The more interest-
ing modes are located in the optimized region that contains
the active site, and are well reproduced by the MBH
approach. The coupling of the MBH modes with the modes
localized in the fixed block is left out in the model, but a
logical choice of the blocks makes this coupling irrelevant
for the rate constant.

When a block is chosen too close to the active site, the
coupling between MBH modes and the omitted modes is
not always irrelevant anymore. In reaction R1 the rigid block
a includes the reactive center, and the border of block b
crosses the bond connecting the radical center. The reaction
rate constant kMBH indeed overestimates the benchmark
value. Block c is a better choice because it is not directly
connected to the reactive site.

In some particular cases, e.g. reaction R4 with block a or
b, the MBH approach reproduces k fairly well even with a
direct bond between active site and block. However, one
should not rely on such coincidences, and anyway, a more
suitable choice of a block further away from the radical
center still improves the rate estimate. As a general rule,
hereafter referred to as the bond-distance rule, it is recom-
mended not to bring the block region too close to the active
site.

The mass of the rigid block does not play a crucial role in
the validation of MBH in reproducing rate constants. This
is best illustrated by comparing reactions R1 and R2. In R1,
the fixed block c contains a phenyl group, while block c in
R2 consists of an ethyl group. Results are comparable for
both the forward and reverse reactions.

When we finally consider the results of the partial
optimization, it is clear that the effect is rather moderate.
We concentrate on the forward reaction R1 for a detailed
study (Table 3). The partial optimization affects the geom-
etry, because the rigid block conserves its initial internal
geometry. This will cause differences with the benchmark
geometry. In this simple example, this induces quite slight
changes (some C-C distances are increased by 0.03 Å), but
in more complex systems, the low level of theory geometry
and partial optimized geometry may differ substantially. Or,
the full optimization at the low level of theory should give
a plausible internal geometry for the blocks, but the exact
position/orientation of the blocks and the positions of the
relaxed atoms are less important, since these are optimized
during the consecutive partial optimization at the high level
of theory, giving a plausible geometry of the whole system.

The ground-state configuration of a partially optimized
system is obviously less bound than the fully optimized
system. However, the energy increase of 2 kJ/mol, noticed
in the ethylbenzene radical, is mostly compensated by a
similar increase of the binding energy of the TS, hence
resulting in an almost equal reaction barrier. For instance,

Figure 3. Numbering and choice of the different blockss
continuation.
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in the case study, a suitable choice of the fixed block (block
c′) predicts a reaction barrier that is hardly different (by 0.04
kJ/mol) from the benchmark value (see Table 3). Significant
changes of reaction barriers alter the reaction rate constant
to a large extent, but apparently the various reactions R1–R5
of the test set give no indication of this behavior, if one
respects sufficient distance between the fixed blocks and the
reactive site.

In Table 3, the kinetic parameters A and Ea, determined
within the temperature range 300-700 K, are also given.
Activation energies remain almost unaffected as could be
expected. Potential deviations of kMBH originate from the
pre-exponential factor, which is mainly determined by the
vibrational contribution to the partition function.

The above discussion validates the use of the MBH model
to predict the rate constant on an accurate level. A plausible
choice of the fixed block is the only essential ingredient a
potential user of MBH should take into account to get
adequate predictions of chemical kinetics. MBH is compu-
tationally attractive, makes quantum chemical calculations
feasible in extended molecular systems, and preserves the
true reaction mechanism.

4.2. MBH with Multiple Blocks. The ability of MBH to
choose multiple blocks freely moving but conserving their
internal structure makes it a powerful tool to a broad range
of applications. This is demonstrated in reactions R5, R8,
and R10 of the test set, and the results are tabulated in Tables
1 and 2.

In reaction R5, the effect of multiple blocks compared to
a single block (block choice d versus c) is moderate. Reaction
R8 describes a more complex system. Two individual blocks
a and b can be merged to one solid block c, or they can be
considered as two mobile blocks a-b. Here, the multiple
MBH implies a significant improvement with respect to the
single block treatment c. Block c yields ratios 3.86 and 0.44
for the forward and backward reaction, respectively, while
the multiple blocks a-b give values of 1.67 and 0.76.
Inspection of the MBH values obtained with the individual
blocks a and b shows that the global effect of multiple blocks
is mostly given by the following multiplication rule:

ka-b
MBH

k
≈

ka
MBH

k
×

kb
MBH

k
(15)

This seems to be true for the forward and backward reaction.

A third example is reaction R10 where we choose a block
in each reactant. The TS will then contain two blocks, which
are treated within the multiple MBH. The overall factor is
indeed fairly well reproduced by the multiplication rule (14).
At least it gives an indication on the global error induced
by the presence of multiple blocks. A plausible block choice
is always of importance to keep the error within the limits.
Unphysical block choices are for example b in R8 and c in
R9. In both cases the block’s border crosses a bond that is
part of a delocalized system, and therefore, the kMBH ratios
are badly reproduced, even when the bond-distance rule is
respected.

Table 1. Calculated Rate Constants at T ) 300 K, for Reactions R1–R4 of the Test Seta

forward backward

reaction k block kPHVA/k kPHVA*/k kMBH/k k block kPHVA/k kPHVA*/k kMBH/k

R1 3.46E-02 a 5.36 1.23 1.36 1.86E-06 a 0.39 0.35 0.48
b 7.44 1.71 1.74 b 0.91 0.83 0.83
c 4.33 0.99 1.02 c 1.13 1.02 0.95
a′ 5.97 1.37 1.52 a′ 0.37 0.34 0.46
b′ 7.58 1.73 1.76 b′ 0.99 0.90 0.90
c′ 4.21 0.96 0.99 c′ 1.15 1.04 0.97

R2 2.85E-02 a 10.00 1.00 1.12 1.78E-06 a 0.43 0.36 0.65
b 14.68 1.47 1.44 b 1.03 0.86 0.88
c 8.91 0.89 0.93 c 1.09 0.91 0.96
d 9.62 0.96 1.00 d 1.16 0.96 1.00
a′ 8.31 0.84 0.94 a′ 0.40 0.34 0.61
b′ 10.83 1.09 1.07 b′ 1.06 0.89 0.92
c′ 8.41 0.84 0.88 c′ 1.07 0.89 0.96
d′ 9.62 0.96 1.00 d′ 1.16 0.96 1.00

R3 1.47E-02 a 14.68 0.98 1.23 1.51E-06 a 0.44 0.35 0.69
b 19.84 1.32 1.33 b 1.00 0.81 0.85
c 14.78 0.98 0.99 c 1.18 0.95 0.99
a′ 16.56 1.10 1.39 a′ 0.41 0.33 0.65
b′ 21.08 1.40 1.41 b′ 1.06 0.85 0.89
c′ 14.73 0.98 0.99 c′ 1.22 0.98 1.03

R4 1.99E-03 a 7.21 0.82 1.10 4.93E-06 a 0.34 0.28 0.61
b 9.14 1.04 1.09 b 0.75 0.62 0.70
c 8.66 0.98 0.97 c 1.27 1.05 1.08
a′ 7.52 0.86 1.14 a′ 0.28 0.23 0.49
b′ 8.52 0.97 1.01 b′ 0.76 0.63 0.71
c′ 8.57 0.97 0.96 c′ 1.38 1.14 1.16

a The forward rate constants are expressed in units of cubic meters per mole second (bimolecular), and the backward rate constants are
in units of inverse seconds (unimolecular). The benchmark value k is given for comparison. Rate constants kMBH (kPHVA, kPHVA*) are
calculated with the MBH (PHVA, PHVA*) frequencies, for several block choices. The ratios reflect the influence of the MBH (PHVA, PHVA*)
treatment with respect to the benchmark value. A block without a prime indicates a fully optimized structure, and a block with a prime
indicates a partially optimized structure.
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4.3. MBH for Modeling Solvents. Finally, we have tested
the concept of multiple blocks on a more realistic and more
extended example, where several explicit solvent molecules
are taken into account in the computation. In this case, blocks
can be chosen within the reacting molecule and/or the solvent
molecules can be treated as blocks, and moreover, the
influence of solvent species on both reaction barrier and
frequencies, i.e. pre-exponential factor, can be tested.

We have chosen the cyclization of functionalized amino-
phosphonates, as a representative reaction occurring in an
organic solvent (reaction R11, see Figure 4). The choice of
this reaction was inspired by a recent combined experimental
and theoretical study on the formation of �-lactams by some

of the authors.36 It was found that, starting from an ambient
allylic anion, ring closure occurred exclusively by 4-ring
formation, without any trace of 6-ring lactams. At that time,
pre-exponential factors were not calculated due to the high
computational cost. This is thus an ideal example to validate
the approach.

The studied system consists of the aminophosphonate
anion together with a sodium counterion and solvated in
dimethyl ether solvent molecules (DME). The latter were
taken as model molecules for tetrahydrofuran. Three cases
are considered: the reaction in the absence of explicit solvent
molecules (R11), in the presence of one DME (R11 +
1DME), and in the presence of two DMEs (R11 + 2DME).
The benchmark values of k, A, Ea, and ∆E0 are given in Table
4 for T ) 300 K. The ratios (for k and A) and differences

Table 2. Calculated Rate Constants at T ) 300 K, for Reactions R5–R10 of the Test Seta

forward backward

reaction k block kPHVA/k kPHVA*/k kMBH/k k block kPHVA/k kPHVA*/k kMBH/k

R5 1.72E-03 a 5.46 0.84 1.01 2.94E-06 a 0.42 0.36 0.60
b 6.57 1.01 1.04 b 0.91 0.77 0.85
c 6.28 0.96 0.99 c 1.03 0.88 0.95
d 1.04 d 0.98
a′ 6.12 0.94 1.13 a′ 0.43 0.36 0.61
b′ 6.47 0.99 1.03 b′ 1.07 0.91 0.99
c′ 6.46 0.99 1.01 c′ 1.19 1.01 1.08
d′ 1.16 d′ 1.23

R6 9.93E-12 a 1060.01 1.74 1.76 1.41E-13 a 0.51 0.49 0.69
b 1002.56 1.64 1.71 b 0.81 0.78 0.78
c 794.07 1.30 1.33 c 0.89 0.86 0.85
d 657.28 1.08 1.10 d 1.11 1.08 1.00
e 2.61 0.29 0.85 e 0.17 0.16 0.56
f 8.70 0.96 1.00 f 0.83 0.80 0.80

R7 2.85E+07 a 4.15 0.43 0.95 1.24E-04 a 10.67 2.03 1.73
b 4.66 0.49 0.99 b 8.37 1.59 1.56
c 4.86 0.51 1.05 c 5.50 1.04 1.02
d 4.79 0.50 1.03 d 5.41 1.03 1.02
a′ 5.06 0.53 1.16 a′ 16.69 3.19 2.71
b′ 5.22 0.55 1.11 b′ 9.74 1.84 1.82
c′ 5.03 0.52 1.08 c′ 5.58 1.06 1.04
d′ 4.85 0.51 1.04 d′ 5.48 1.04 1.04

R8 8.04E-11 a 2.14 1.14 1.11 2.97E+02 a 1.31 1.25 0.99
b 3.01 1.61 1.50 b 0.89 0.84 0.77
c 5.91 3.15 3.86 c 0.48 0.46 0.44
a-b 1.67 a-b 0.76

R9 1.83E-09 a 21.89 2.53 2.64 3.27E+01 a 1.60 1.31 2.27
b 14.00 1.62 1.50 b 0.99 0.81 1.29
c 14.40 1.66 1.63 c 2.29 1.87 5.14
d 10.24 1.18 0.98 d 0.69 0.57 2.04

R10 3.02E-06 a 43.51 0.89 0.96
b 30.18 1.34 1.59
a-b 1.53

a See the footnote of Table 1 for more details.

Table 3. MBH for Reaction R1 with Fully and Partially
Optimized Structuresa

full optim partial optim

a b c a′ b′ c′

kMBH/k 1.36 1.74 1.02 1.52 1.76 0.99
AMBH/A 1.29 1.59 1.03 1.38 1.70 1.01
Ea

MBH - ∆Ea -0.14 -0.21 0.01 -0.22 -0.02 +0.06
∆E0

MBH - ∆E0 0 0 0 -0.13 +0.13 +0.04

a The rate constant is given at 300 K, and kinetic parameters
are fitted in the temperature range 300–700 K. k and A are in
cubic meters per mole second, and energies are in kilojoules per
mole. Benchmark values: k ) 3.46 × 10-2 m3 mol-1 s-1, A )
67.22 × 102 m3 mol-1 s-1, Ea ) 36.53 kJ/mol, ∆K0 ) 24.66 kJ/
mol.

Figure 4. Reaction R11.
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(for energies) given between brackets indicate the effect of
the solvation. The presence of one or two solvent molecules
indeed increases the reaction rate constant by a factor of 8.91
or 274.63, respectively, with respect to the nonsolvated
situation.

The relevant question is whether the MBH model is
capable of reproducing the enhancement of k due to the
solvent. Several block choices are depicted in Figure 5,
including the case of blocks within the reactant (a, b), as
well as blocks consisting of solvent molecules (dme). Table
5 shows the ratios between the MBH estimates and the
benchmark values of the rate constant. Block a is clearly
not a good choice, which is easily understood when noting
that the block’s border cuts through a delocalized bond.
Therefore, possible combinations of a with blocks b or dme
are not considered in the table. Block b and block dme on
the other hand are excellent block choices: since the ratios
are close to 1.0, the k enhancement 1:8.91:274.63 as reported
by the benchmark is maintained and the MBH is thus clearly
capable of reproducing the solvation effect. Multiple block
combinations such as b-dme, dme-dme, and b-dme-dme
reproduce the rate constant very well, which is in agreement
with the multiplication rule as stated in eq 14. Resuming,
the multiple MBH has proven to be extremely useful and
effective in predicting reaction rates, both with blocks

belonging to the reactant or with blocks coinciding with
solvent molecules.

4.4. PHVA and PHVA*. Conceptually, the difference
between MBH and PHVA is mainly a mass effect. In the
MBH, the finite mass of the blocks is taken into consider-
ation, while in the PHVA approach, infinite masses are
associated with the atoms in the rigid body. As a result, an
extension to multiple blocks has no physical meaning in
PHVA. When two blocks with infinite mass are present
within one molecule, the system of free atoms and blocks
will behave as if the two blocks were one big block with
infinite mass. The case of one block in each of the reactants
of a bimolecular reaction must also be excluded. The
transition state itself would have two blocks with infinite
mass. Thereby, six degrees of freedom describing the
relative position and orientation of the two blocks will be lost
in the transition state, leading to a completely wrong
temperature dependence of the reaction rate constant. From
a physical point of view, it is also hard to imagine how two
reactants, each containing a block with infinite mass, could
ever approach each other to form the transition state. The
following discussion is therefore limited to the case of a
single block with fixed geometry.

In contrast to the MBH, the PHVA cannot be extended to
treat multiple blocks. PHVA is thus only applicable within
the single block approximation. An overview of the various
PHVA reaction rates in Tables 1 and 2 shows that unimo-
lecular reactions are reasonably well described using PHVA
frequencies. On the other hand, bimolecular reaction rates
are poorly reproduced and significant deviancies are noticed.
The systematic overestimation of the reaction rate finds its
origin in the appearance of spurious low frequency modes
in the PHVA approach. A profound investigation of these
spurious modes reveals that they represent slow translation/
rotationlike movements of the whole group of free atoms.
This collective motion encompasses a lot of mass, explaining
why (through the mass weighting in the NMA analysis) these
frequencies are low. They give a significant contribution to
the vibrational partition functions, while the translational/
rotational degrees of freedom, however, are already taken
into account in the total partition function. The larger the
total mass of the free atoms with respect to the mass of the
fixed block, the more pronounced is this double counting.
Hence, in unimolecular reactions, the enhancement of the
vibrational partition functions due to this double counting
effect is nearly similar for reactant and transition state, and
the enhancement factor is canceled (see eq 8). In bimolecular
reactions on the other hand, the double counting is much
more prominent for the transition state than for the reactants,
thus leading to an overestimated reaction rate.

In order to prevent this double counting effect, we present
a corrected version of the PHVA method. In Figure 6, the
ratio qvib

MBH/qvib
PHVA between the MBH and PHVA vibrational

partition functions for the reactants, TS, and products of
reactions R1–R6 is plotted against a mass related factor t
given by

t)�MF
3IF1IF2IF3

M3I1I2I3

(16)

Table 4. Benchmark Results for Reaction R11 without and
with 1 and 2DMEa

R11 R11 + 1DME R11 + 2DME

k 7.62E-15 6.79E-14 (8.91) 2.09E-12 (274.63)
A 2.10E+13 8.43E+12 (0.40) 5.64E+13 (2.69)
Ea 157.73 149.99 (-7.73) 146.19 (-11.54)
∆E0 159.85 151.78 (-8.07) 148.23 (-11.63)

a The rate constant is given at 300 K, and kinetic parameters
are fitted in the temperature range 300–700 K. k and A are in
inverse seconds, and energies are in kilojoules per mole. Ratios (k
and A) and differences (Ea and ∆E0) between solvated and
nonsolvated values are given between brackets.

Figure 5. Definition of blocks, reaction R11.

Table 5. Calculated at 300 Ka

block R11 R11 + 1DME R11 + 2DME

a 1.71 1.62 1.43
b 0.98 0.97 0.88
dme 1.07
b-dme 1.04
dme-dme 0.94
b-dme-dme 0.83

a Several blocks choices are taken up.
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where M is the total mass and Ii (i ) 1, 2, 3) are the moments
of inertia of the molecule, while MF and IFi (i ) 1, 2, 3) are
the total mass and moments of inertia of the fixed block.
For higher temperatures, an almost linear behavior is
observed.

qvib
MBH

qvib
PHVA

≈ t (17)

On the basis of eq 17, we now propose the following
corrected PHVA partition function, hereafter referred to as
PHVA*,

qPHVA* ) qtransqrotqvib
PHVA�MF

3IF1IF2IF3

M3I1I2I3

(18)

It is not surprising that the ratio qvib
MBH/qvib

PHVA depends only
on mass properties, because the essential difference between
the MBH and PHVA approach is a reduced mass effect. The
plot in Figure 6 is so overwhelming that a mathematical proof
of eq 16 should be on hand and that a close similarity
between PHVA* and MBH predictions for the reaction rate
constants is expected. The latter is indeed confirmed by the
corrected PHVA* estimates taken up in Tables 1 and 2.
Concluding, PHVA* and MBH perform equally well, but
the main advantage of MBH, i.e. enabling the extension the
procedure to multiple blocks, still holds.

In the following, a mathematical derivation of eq 17 will
be presented. In the high temperature limit (kBT >> hν, ∀
ν), it is possible to relate qvib

PHVA and qvib
MBH as a simple

expression containing ratios of the masses and moments of
inertia. The contribution of a vibration with frequency ν to
the partition function is given by eq 5 and can be ap-
proximated by kBT/hν if the temperature is high with respect
to the vibrational temperature hν/kB. Since the number of
MBH and PHVA frequencies is equal, the ratio is indepen-
dent of temperature.

qvib
MBH

qvib
PHVA

)
Πνν

PHVA

Πνν
MBH

(19)

The product of frequencies coincides with the square root
of the determinant of the matrix in the NMA normal mode
equations. In the PHVA model (eq 10), this is

∏
ν

νPHVA ) √det(ME
-1⁄ 2HEME

-1⁄ 2) (20)

while in the MBH model (eq 11), this is

∏
ν

νMBH ) √det(M̃′-1/2HEM̃′-1/2) (21)

The ratio becomes

qvib
MBH

qvib
PHVA

)�det M̃′
det ME

(22)

We now introduce the matrix S, defined in the Appendix,
which contains the mass information of the complete system.
Eigenvalues are the total mass M and the moments of inertia
Ii. Similarly we introduce the matrix SF for the fixed atoms,
with eigenvalues MF and IFi. Using the properties described
in ref 17, the ratio can be rewritten (see the Appendix):

qvib
MBH

qvib
PHVA

)�det SF

det S
(23)

which is equivalent to expression 17 and which proves the
PHVA* correction factor of eq 18.

Numerically, we find that eq 18 is not only valid for high
temperatures but that its validity holds quite well for lower
temperatures (300 K); see Figure 6.

An interesting property is that the mass related factor t of
eq 16 is also equal to the ratio of the translational/rotational
partition functions of the fixed block versus global molecule

�MF
3IF1IF2IF3

M3I1I2I3

)
qF,transqF,rot

qtransqrot
(24)

The subscript F refers to the fixed block atoms. Thus, an
alternative formulation of the PHVA* approach is presented,
where only the vibrational partition function is taken into
account. The total translational and rotational partition

Figure 6. Ratio qvib
MBH/qvib

PHVA for reactants, TS, and products of reactions R1– R6 plotted against the mass related factor t at 300
and 1000 K. The linear regression line (full) is fitted to the data with the least-squares method. The diagonal (dashed line) is
added for comparison.
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function of the molecule are omitted as if it were to avoid
the double counting effect.

qPHVA* ) qvib
PHVA (25)

Expression 25 is different from the one proposed in eq 17,
but it amounts to the same result when calculating reaction
rates. The factor MF

3/2 is the same in both TS and reactants
because the same block atoms are chosen, and thus, this
factor is canceled in the numerator and denominator in the
expression of k. The factor √IF1IF2IF3 might slightly differ
between TS and reactants, if the internal geometry of the
blocks is not completely identical for the TS and reactants,
but in good approximation, it is canceled as well. The factor
M3/2 cancels with the translational partition function and

√I1I2I3 with the vibrational partition function. Therefore, eq
25 will lead to (almost) identical results as eq 17.

5. Conclusion

In this work, the MBH method has been shown to act as an
accurate method for the prediction of chemical kinetics in
large extended molecular systems. In contrast to the PHVA
approach, the MBH method also performs fairly well in
bimolecular reactions. An adapted version of PHVA is
presented correcting for the double counting effect of global
rotation and translation inherent to the PHVA method. The
surplus value of MBH with regard to PHVA* lies in the
flexibility of MBH to introduce multiple rigid blocks which
are freely moving with respect to each other but keeping
their initial internal structure. This facility gives a lot of new
perspectives in predicting chemical kinetics in very complex
systems, where the introduction of one single fixed block is
a too crude approximation. Partial optimization is necessary
to make quantum chemical computations feasible. The
possibility to introduce multiple blocks, each still having six
degrees of freedom, makes an accurate reproduction of
kinetics to the possibilities.

Most promising application field of MBH would be the
description of chemical reactions in a solvent. Each solvent
molecule may be regarded as a fixed block, keeping its
internal structure, but still enabling to translate/rotate freely
with respect to the chemically active part of the system. All
ab initio program packages can be used on the condition
that the built-in optimization routine allows constraints on
internal degrees of freedom. The computational advantage
of the MBH method can be exploited when the program
package has the ability to calculate partial Hessians. If both
features are implemented, MBH could be regarded as a
groundbreaking model in the treatment of complex reactions
where environment plays a crucial role.

Acknowledgment. This work is supported by the Fund
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Ghent University.

Appendix

Consider a molecule with N masses mA, A ) 1, . . ., N. The
positions are described by Cartesian coordinates rA ≡
{rAµ}µ)x,y,z, with respect to a space-fixed frame. We will treat

the case of one MBH block, consisting of NF atoms. The
remaining NE ) N - NF atoms are in equilibrium due to the
partial optimization. An index E (F) will be used to indicate
quantities where only the free (fixed) atoms are considered.

We will focus on the normal mode equations for PHVA
and for MBH and, in particular, on the difference in the mass
matrices, in order to study the transition from eq 22 to eq
23. The PHVA mass matrix is simply given by ME [see ()].
The original (not yet transformed to (11)) MBH normal mode
equations read

H̃ν) λM̃ν (26)

where M̃ and H̃ are the MBH mass matrix and Hessian [see
ref 17].

Define now a 3N × 6 matrix D with components

DAµ, R) { δµ,x R) 1
δµ,y R) 2
δµ,z R) 3

Σλελµx R) 4
Σλελµy R) 5
Σλελµz R) 6

(27)

With M as the diagonal 3N × 3N mass matrix, the matrix S
) DTMD is introduced, and similarly, SF ) DF

TMFDF. The
MBH mass matrix is then given by the block diagonal matrix

M̃) ( SF 06×d

0d×6 ME
) (28)

with d ) 3NE. The normal mode equations are transformed
by simultaneous block diagonalization of H̃ and M̃. The
required transformation matrices are given by

T1 ) (16×6 06×d

x 1d×d
); T2 ) (16×6 y

0d×6 1d×d
) (29)

with x ) DE and y ) -S-1DE
TME. The transformed MBH

mass matrix and Hessian directly lead to eq 11:

T2
TT1

TH̃T1T2 ) (06×6 06×d

0d×6 HE
), T2

TT1
TM̃T1T2 ) ( S 06×d

0d×6 M̃′ )
(30)

with M̃′ ) ME - MEDES-1DE
TME. Or, the relevant mass

matrix is M̃′ for MBH.
Since by construction det T1 ) det T2 ) 1, it is obvious

that the following relations between determinants hold:

det M̃) det SF det ME (31)

det (T2
TT1

TM̃T1
TT2

T)) det M̃) det S det M̃′ (32)

or

det M̃′
det ME

)
det SF

det S
(33)

This proves the transition between eqs 22 and 23.
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Abstract: Replica exchange molecular dynamics (REMD) has become a standard technique
for accelerating relaxation in biosimulations. Despite its widespread use, questions remain about
its efficiency compared with conventional, constant temperature molecular dynamics (MD). An
analytic approach is taken to describe the relative efficiency of REMD with respect to MD. This
is applied to several simple two-state models and to several real proteinssprotein L and the B
domain of protein Asto predict the relative efficiency of REMD with respect to MD in actual
applications. In agreement with others, we find the following: as long as there is a positive
activation energy for folding, REMD is more efficient than MD; the effectiveness of REMD is
strongly dependent on the activation enthalpy; and the efficiency of REMD for actual proteins
is a strong function of the maximum temperature. Choosing the maximum temperature too high
can result in REMD becoming significantly less efficient than conventional MD. A good rule of
thumb appears to be to choose the maximum temperature of the REMD simulation slightly above
the temperature at which the enthalpy for folding vanishes. Additionally, we find that the number
of replicas in REMD, while important for simulations shorter than one or two relaxation times,
has a minimal effect on the asymptotic efficiency of the method.

Introduction

Replica exchange (RE),1–4 also known as simulated temper-
ing, has become a standard method for enhancing relaxation
in any system with rugged energy landscapes. This method
has been applied to study a diverse number of systems
including biomolecules, spin-glasses, lattice quantum chro-
modynamics, phylogenetic trees, and polymer melts. The
variant known as replica exchange molecular dynamics
(REMD),5 in particular, is widely used in biosimulations.6–45

Despite this, questions have been raised about the efficiency
of REMD relative to conventional, constant temperature
molecular dynamics (MD).46,47 A number of biomolecular
simulations have investigated this issue. For example, Periole
and Mark48 compared REMD with conventional simulation
of a �-heptapeptide in explicit solvent and found that “for
determining the relative populations at the lower temperature

(275–300 K), [REMD] was at least eight times more efficient
than conventional MD for this system”. Zhang, Wu, and
Duan49 studied a 21-residue helix-forming peptide in implicit
solvent and reported that “REMD can significantly enhance
the sampling efficiency by 14.3 ( 6.4, 35.1 ( 0.2 and 71.5
( 20.4 times at, respectively, ∼360, ∼300, and ∼275 K in
comparison to the regular MD.” Sanbonmatsu and Garcia7

studied the pentapeptide Met-enkephalin in explicit solvent
and found that REMD samples “approximately five times
more configurational space than constant temperature MD
simulations of the same duration”, which suggests an increase
in efficiency of REMD by at least a factor five. Rao and
Caflisch50 studied a 20-residue antiparallel beta-sheet protein
using both conventional MD and REMD. They found that
the average folding time over all replicas using REMD was
0.064–0.067 µs, and the average folding time using conven-
tional MD near the folding temperature was 0.085 µs. Seibert
et al. used long REMD and MD simulations of a small beta-
hairpin (Chignolin) in explicit water to estimate relative

* Phone: 850-590-8160. Fax: 850-644-0098. E-mail: hnymeyer@
fsu.edu.

J. Chem. Theory Comput. 2008, 4, 626–636626

10.1021/ct7003337 CCC: $40.75  2008 American Chemical Society
Published on Web 03/15/2008



efficiency.51 It was found that REMD simulations equilibrate
in a few hundreds of nanoseconds per replica compared with
a folding time using conventional MD of 1–2 µs. Extensive
REMD simulations of the R-helical Trp-cage protein produced
similar results:44 using REMD, relaxation occurred after about
100 ns of simulation per replica in a system that takes a few
µs to equilibrate with conventional MD.

This evidence suggests that relaxation of biological
molecules with REMD is faster than in conventional MD,
and for a few select systems, there are indications that REMD
simulations may relax an order of magnitude or more quickly
than with conventional MD. The relatively small increase
in REMD efficiency observed for some biological systems
has been attributed to the lack of large activation enthalpies
for protein folding,46,47 which is consistent with the analysis
presented in this manuscript.

In order to better understand the relaxation behavior of
REMD simulations and the effects of the temperature
distribution and exchange frequency, several authors have
constructed semianalytic models from master equations. For
example, Zheng et al.52 constructed a Markov state model
of a protein REMD simulation to estimate its actual efficiency
and the effect of different parameter choices on this ef-
ficiency. The most significant finding was that choosing the
maximum temperature too large may actually decrease the
efficiency of REMD; a result confirmed by the analysis
presented here. Trebst et al.53 used a similar model to
improve REMD efficiency by optimizing the temperature
distribution. And, simulations and Markov state modeling
by Sindhikara et al.54 were used to study the effects of
exchange frequency on REMD simulations. These authors
found that for most biological simulations, large gains in
REMD efficiency can arise by increasing the exchange
frequency. Considering these results, which have shown that
the efficiency of REMD depends sensitively on the maximum
temperature, temperature spacing and exchange frequency,
it is not surprising that quite different results have been found
regarding the efficiency of REMD compared with MD.

Semianalytic models such as these give us the ability to
rapidly optimize simulation parameters; however, an analytic
approach to this problem may help us to better answer a
number of questions such as: how does the efficiency of
REMD depend upon the particular system being studied; how
does the number of replicas needed for the simulation impact
its efficiency; and how does the choice of temperatures
especially Tmax affect the efficiency of REMD. An analytic
approach is developed in this manuscript to help address
these questions. This analysis is quite general and can be
adapted to analyzing the efficiency of REMD applied to
nearly any system as well as analyzing the numerous variants
of RE and REMD that have been developed.

Background

Considering the extensive use of REMD and numerous
descriptions of it in the existing literature, only a brief review
will be provided here. REMD is an attempt to enhance
sampling by allowing two simulations or replicas to ex-
change their temperatures. This additional dynamical freedom
allows the system to relax more quickly than at a fixed

temperature. In REMD, the probability for two replicas (1
and 2) out of N replicas to exchange temperature is
proportional to

F)min{1, e∆�∆E}

where ∆� is the difference in inverse temperatures between
replicas 1 and 2 and ∆E is the difference in their potential
energies. This exchange probability is chosen to maintain
the appropriate equilibrium distribution; however, the form
of this exchange probability limits the temperature spacing
of neighboring replicas. It is usually necessary to increase
the number of replicas N as the square root of the system
size.55,10 For small peptides and proteins in explicit solvent,
this typically means several tens of replicas are needed to
span a few hundred degrees in temperature.

Theory

The objective of this analysis is to determine the efficiency
of REMD relative to conventional MD. Relative efficiency
is defined the number of statistically independent conforma-
tions generated by REMD using a fixed amount of computa-
tion divided by the number of statistically independent
conformations that can be generated by standard MD with
the same amount of computation. For REMD to be useful,
it should have efficiency greater than or equal to 1.

The analysis will avoid as much as possible delving into
the details of molecular dynamics codes. It is assumed that
the amount of computation is proportional both to the amount
of simulated real time and to the number of simulations. For
example, the amount of computation for N simulations each
of length t will be the same amount of computation as a
single simulation of length Nt. The efficiency losses due to
communication among processors will be ignored. These
efficiency losses may be large for some methods such as
spatial decomposition. Because these losses are strongly
dependent upon the particular simulated system, MD program
and machine, these losses will not be included in an initial
analysis. The issue of efficiency lost to communication
bottlenecks will be briefly addressed later.

Two types of relative efficiency will be considered. In the
first measure of relative efficiency E1, it is assumed that we
are interested in all temperatures ranging from Tmin to Tmax,
the minimum and maximum temperatures of the REMD. For
this comparison, both REMD and conventional MD require
N separate simulationssone at each temperature. The only
difference is that REMD allows for temperature exchanges
and conventional MD does not.

In the second measure of relative efficiency E2, it is
assumed that we are only interested in the behavior at a single
temperature T. In this case, the other temperature simulations
in REMD only exist to help the sampling at T, and we
consider the conformations generated at different tempera-
tures to have no value. A simulation at temperatures other
than T can provide some additional statistics about the
equilibrium properties at T through reweighting techniques.
The additional amount of information contributed by re-
weighting is strongly system dependent and normally limited
to nearby temperatures, so information provided by re-
weighting will also not be considered. The temperature T at
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which we are most interested is often Tmin but may be another
temperature such as the melting temperature Tm. The relative
efficiency depends upon the temperature of interest. It will
be assumed throughout the rest of the manuscript that the
temperature of interest is Tmin.

Relative efficiency has been defined as the ratio of the
number of statistically independent samples generated by
REMD and MD. But, what exactly is meant by the number
of statistically independent samples? The difficulty is that
MD and REMD both produce samples that are correlated in
time and not statistically independent. For most biosimula-
tions, the longest relaxation time characterizes the folding/
unfolding conformational equilibrium. Following common
practice, the number of statistically independent samples n(t)
of a simulation of time t will be defined from the asymptotic
dependence of the variance in the estimated average folded/
unfolded population fj with time

σ2(f) ∝ 1
n(t)

(1)

If f has a normalized autocorrelation function C(t) then it
can be shown56,57 that the number of statistically independent
samples n(t) generated by a simulation of length t is

n(t)) t
τint

(2)

where τint is the integrated autocorrelation time. In the limit
of frequent sampling and long times56,57

τint ) 2∫0

∞
C(t′) dt′ (3)

For a system with a single, exponential relaxation time τrelax,
the normalized autocorrelation time has the form C(t) )
exp[-t/τrelax], and

τint ) 2τrelax (4)

For systems with multiple relaxation times, it is important
to fully evaluate eq 3 rather than assume that eq 4 holds.
Multiple relaxation times occur frequently in nonprotein
systems and for protein systems with intermediate states.
Also, for simulations in which Monte Carlo rather than MD
is used to generate moves, the definition of τint (eq 3) should
be modified to incorporate the possibility of significant
decorrelation within a single sample time.57

To calculate efficiency, we need to determine n(t) for both
conventional MD and for REMD. The efficiency of REMD
relative to MD is then defined to be

E)
nREMD(t)

nMD(t)
(5)

The values of nREMD(t) and nMD(t) depend upon the type of
efficiency being calculated. For efficiency E1, the independent
conformations generated at all the temperatures from Tmin

to Tmax are included. For efficiency E2 only conformations
generate at Tmin are included.

Before proceeding with a detailed analysis, it is useful to
consider generally how nREMD(t) and nMD(t) arise in simple,
two-state protein systems. Two-state protein systems are
proteins with two macrostates: an unfolded state (U) and a
folded (F) state. These two macrostates are separated by

a single folding transition state barrier (TS). There exists a
single unimolecular rate to transition from U to F (kf) and a
single unimolecular rate to transition from F to U (ku). The
system relaxes with a single relaxation rate given by

krelax ) ku + kf (6)

Real proteins have other relaxation rates; however, in the
absence of intermediates, these other relaxation rates are
presumed to be several orders of magnitude larger than krelax.
In this manuscript, the analysis will be restricted to these
idealized two-state proteins.

The unfolding and folding rates, ku and kf, are given by a
standard Arrhenius-like relationships

kf ) k0 exp[-∆�∆Gf
q]

ku ) k0 exp[-∆�∆Gu
q] (7)

where ∆Gf
q ) GTS - Gu is the free energy of activation for

folding and ∆Gu
q ) GTS - Gf is the free energy of activation

for unfolding. � is the inverse temperature, and k0 is a rate
prefactor assumed to have no temperature dependence. The
number of statistically independent samples generated by an
MD simulation of total real time t can be determined from
eqs 2, 4, 6, and 7.

In a REMD simulation, each replica moves both in
temperature and in its conformational space. If there are N
replicas in a REMD simulation, then there are N trajectories
in temperature and conformation space. These trajectories
interact because of the requirement that no two of them can
occupy the same temperature simultaneously. This interaction
introduces correlations between the different replicas: the
motion of replica i in temperature space depends upon the
potential energies that the other replicas have at any moment.
If the interaction between replicas could be ignored, then
the analysis of a REMD simulation would be greatly
simplified because it would become N statistically indepen-
dent simulations of the system in temperature and confor-
mational space.

Are there conditions under which the interactions between
replicas can be minimized and perhaps ignored? Let us
suppose that (i) N is large and (ii) the system is close to
equilibrium. These two conditions guarantee that at any time
the set of replicas have nearly an equilibrium distribution in
enthalpy. Then the dynamics of a single replicassay replica
ismay be determined by assuming that the other replicas
are chosen from their equilibrium distribution. Under these
conditions, it is reasonable to suppose that each replica moves
nearly independently on the single-replica, equilibrium free
energy surface in temperature and conformational space.

For an illustration of this single-replica, equilibrium
surface, let us consider the one-dimensional two-state system
shown in Figure 1a. This system has a single conformational
coordinate x. The single-replica, equilibrium free energy
surface is shown in Figure 1b. This equilibrium free energy
surface can be determined from the relationship between free
energy and probability

e-�G(x,�) ∝ p(x, �) (8)

G(x,�) is the free energy of the microstate with conforma-
tional coordinate x and inverse temperature �. p(x,�) is the
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probability density. At a fixed inverse temperature �, the
probability density p at conformation x is given by a
Boltzmann distribution

p(x|�)) 1
Ω�

e-�H(x) (9)

where H is the enthalpy of conformation x. In equilibrium,
the probability distribution of an individual replica is given
by

p(x, �)) p(x|�)p(�)) 1
Ω�

e-�Hp(�) (10)

where p(�) is the distribution of inverse temperatures chosen
for the REMD simulation. Equations 8 and 10 lead us to a
definition for the free energy of

e-�G(x,�) )

1
Ω�

e-�H(x)p(�)

∫ 1
Ω�

p(�) d�
(11)

The constant in the denominator is chosen for convenience
so that the integral of eq 11 over inverse temperature has a
value of 1 for any state x with E ) 0. The choice of this
constant does not affect our calculation of relative efficiency.

When there are many replicas near equilibrium, the number
of statistically independent conformations generated by a
REMD simulation should be nearly equal to N statistically
uncoupled replicas, where each replica has a relaxation
spectrum determined by its dynamical motion on the equi-
librium free energy surface G(x, �). In other words

nREMD(t))N
t/N
τint

) t
τint

(12)

because there are N replicas; each replica is simulated for a
time t/N, and each replica has the same relaxation spectrum
with integrated autocorrelation time τint.

To determine τint for two-state protein-like systems, the
relaxation behavior of the system on the free energy surface
G(x, �) must be determined. Two additional simplifying
assumptions will be made to facilitate this calculation. First,
it will be assumed that for a two-state protein-like system,
G(x, �) will also exhibit a two-state character with a single
dominant relaxation time. This is obviously true for the
simple two-state system shown in Figure 1. It seems
reasonable that this will be true for all two-state systems
provided there remains a significant folding/unfolding barrier
from Tmin to Tmax. Second, in order to estimate that relaxation
time, the free energy surface G(x, �) will be replaced by a
temperature averaged effective free energy surface Geff(x).
This replacement is justified by the fact that under most
conditions at which REMD is runsespecially in biological
simulationssthe motion in conformational space x is slow
compared to motion in inverse temperature �. Geff(x) can be
found by integrating eq 11 over the inverse temperature

e-Geff(x) )
∫ 1

Ω�
e-�H(x)p(�) d�

∫ 1
Ω�

p(�) d�
(13)

A similar relation characterizes the effective free energy Geff,i

of macrostate i with free energy Gi(�) at inverse tempera-
ture �

e-Geff,i )
∫ 1

Ω�
e-�Gi(�)p(�) d�

∫ 1
Ω�

p(�) d�
(14)

The relaxation rate (or relaxation spectrum) can be estimated
from the dynamics on this temperature averaged effective
free energy surface.

At this point, it is useful to consider some concrete systems
in detail. The simplest two-state system has wells with
identical energies and entropies separated by a high barrier
with enthalpy of activation ∆H. This system is essentially
equivalent to that shown in Figure 1. This model is unlike
most proteins, because the unfolded (U) state and folded (F)
states have identical energies and enthalpies; however, this
model does have characteristics similar to many smaller
peptides with a discrete number of stable conformational
states such as Met-enkephalin.

Let us first determine nMD(t) for a single simulated
temperature (efficiency E2). From eqs 2, 4, 6, and 7, the

Figure 1. (a) Simple one-dimensional potential of the form
U(x) ) (x2 - 4)2, which is a model two-state system and (b)
its two-dimensional free energy contours as a function of
inverse temperature � and x assuming that replicas are
uniformly distributed in temperature from T ) 1 to 200.
Dimensionless units are used. Contours are drawn every 5
units of energy. This is an example of the free energy surface
seen by a single replica in a REMD simulation. The relaxation
rate of a replica in a REMD simulation is determined by the
flux across the transition state (TS) boundary. Motion along
the � axis is normally fast compared with motion along x,
which allows us to replace this two-dimensional free energy
surface with an effective one-dimensional temperature-aver-
aged surface along x (not shown).
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number of statistically independent conformations generated
by a simulation of time t and at inverse temperature � is

nMD(t)) 1
2

krelax(�)t (15)

This assumes that τint(�) ) 2τrelax(�).
Let us now consider nMD(t) for computing E1. nMD(t) is

the number of statistically independent conformations gener-
ated at all temperatures from Tmin to Tmax. If there are N
independent simulations, the total simulation time t must be
apportioned among the simulations at each temperature. In
order to generate the same statistical error at each temper-
ature, the time spent on each simulation should be divided
unequally: more time should be spent on simulations that
have a longer correlation time, and less time should be spent
on simulations with a shorter correlation time. The fraction
of time spent on the simulation at an inverse temperature of
� should be proportional to τint(�) ) 2τrelax(�), so if the total
simulation time is t, then the simulation at inverse temper-
ature � should ideally be run for a time

t(�)) t
τrelax(�)

∑
i)1

N

τrelax(�i)

(16)

and the number of independent conformations generated from
the simulation at each � will be

n(�)) t(�)
2τrelax(�)

) t

2∑
i)1

N

τrelax(�i)

(17)

If there are N separate temperatures being simulated, the total
number of conformations generated is N times this amount

nMD(t)) Nt

2∑
i)1

N

τrelax(�i)

) t
2〈τrelax〉�

(18)

Let us now consider the REMD simulations. A REMD
simulation consists of N replicas or copies of the system. If
each replica is simulated for a time t/N, then the total number
of independent configurations generated in a REMD simula-
tion is

nREMD(t)) t
τint

)
kREMDt

2
(19)

written in terms of the relaxation rate kREMD of a single replica
of the REMD simulation. kREMD can be determined from the
dynamics on the effective free energy surface determined
using eq 14.

Each replica contributes to the statistics at each temper-
ature, and each replica relaxes with the same rate kREMD;
consequently, every temperature has the same slowest
relaxation rate. This means that a REMD simulation can
never be in equilibrium unless all replicas are in equilibrium
together. In practice, this slow relaxation rate may not be
observed in the higher-temperature replicas, because the
degree to which a low-temperature replica contributes to the
statistics at high temperature may be very small.

In conventional MD, simulations at one temperature do
not provide any information about the behavior at another
temperature (assuming reweighting methods are not consid-
ered); consequently, if one is only interested in the behavior
at Tmin, it is inefficient to spend time simulating temperatures
other than this. The data generated by these simulations is
wasted. Is the same true for REMD simulations: is it less
efficient to use more replicasslarger N? A simple argument
suggests that increasing the number of replicas N has a
minimal impact on the efficiency of REMD. In REMD, each
replica moves in conformational space and temperature space
simultaneously. The distribution in this combined space is
controlled by a single relaxation barrier and relaxation rate,
which is the slowest relaxation rate for the whole system.
The distribution at a single fixed temperature is a projection
of this distribution in conformation and temperature space;
consequently, the relaxation rate of this distribution must be
the same (or faster) than the relaxation rate of each replica.

These above reasoning suggests that nREMD(t) for a single
temperature is the same as for all the temperatures, i.e.,
whether we are computing E1 or E2. This is equivalent to
asserting that in the limit of a long simulation the number
of replicas used for a REMD simulation is irrelevant to its
efficiency. This assertion is well-recognized when all the
replicas have the same temperature: dividing the simulation
into N separate shorter simulations generates the same
amount of conformational sampling as one single simulation,
provided that the system has a single dominant relaxation
time.58,59 However, this same property holds for REMD
simulations because the temperature variation and confor-
mational change are coupled: temperature relaxation is
controlled by conformational change, so they have the same
relaxation time.

But, what if we are not in the limit of a long simulation?
Dividing the simulation in N separate simulations can be a
significant problem if one is unable to simulate longer than
kREMD. In this case, the separate simulations are not long
enough to lose memory of their initial conditions. For many
biosimulations, the total simulation time is only a few
multiples of the relaxation time. In these cases, REMD may
be at a disadvantage; however, asymptotically the residual
error should be similar whether performing N simulations
of length t/N or one simulation of length t.

Putting the results together (eqs 18 and 19)

E1 )
tkREMD

t/〈τrelax〉�
) kREMD〈τrelax〉� (20)

The subscript relax indicates the relaxation time at a fixed
inverse temperature and the subscript REMD indicates the
relaxation rate of a fixed replica. The efficiency E2 is given
by a similar product (eqs 15 and 19)

E2 )
kREMDt

krelax(�max)t
) kREMDτ(�max) (21)

To determine kREMD, the distribution of inverse temperatures
in the replica simulation must be specified. For the purposes
of calculation, the distribution of inverse temperatures will
be assumed to be uniform from �min ) 1/Tmax to �max )
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1/Tmin. In other words, p(�) ) 1/∆�, where ∆� ) �max -
�min for all values of � from �min to �max.

If the population of the transition state is negligible at all
temperatures, then Ω� ) 2. The effective free energy of each
well is 0, and the effective free energy of the transition state
is

Geff )-ln ∫�min

�max e∆S/Re-�∆H 1
∆�

d�

)-ln[e∆S/Re-�min∆H - e-�max∆H

∆�∆H ] (22)

In the limit that �min ) �max, this reverts to the expected
result that

Geff ) �max[∆H- Tmax∆S] (23)

Equations 6, 7, and 22 then lead to

kREMD ) 2k0e
-∆Geff ) 2k0

e∆S/R[e-�min∆H - e-�max∆H]
∆�∆H

(24)

In the limit that Tmax is large, the relaxation rate is
asymptotically equal to

kREMD ) 2k0
e-�min∆G(�min)

∆�∆H
(25)

Using the calculated value of the relaxation rate from eqs
24 and 21, we can find the relative efficiency of REMD for
our toy two-well system

E2 ) kREMDτrelax(�max)

) [2k0
e∆S/R[e-�min∆H - e-�max∆H]

∆�∆H ][ 1

2k0e
∆S/Re-�max∆H] )

e∆�∆H - 1
∆�∆H

(26)

which is shown for a specific choice of parameters in Figure
2. A similar calculation tells us

E1 ) krelax〈τrelax〉� ) [2k0
e∆S/R[e-�min∆H - e-�max∆H]

∆�∆H ] ·
∫�min

�max 1
∆�

1

2k0e
∆S/Re-�′∆H

d�′ ) 2
[cosh(∆�∆H)- 1]

(∆�∆H)2
(27)

which is also shown in Figure 2.
At this point, a few observations are possible. First, the

efficiency is strongly system dependent. Systems with
relaxation controlled by large enthalpy barriers will be greatly
enhanced by REMD; systems with small enthalpy barriers
will be only weakly improved by REMD. This point has
previously been emphasized by others.46,47 Second, the
relative efficiency is always greater than 1 for this particular
system provided that there is a positive activation barrier.
REMD is always more efficient than regular MD. Third, the
efficiency is solely a function of ∆�∆H, which is not
surprising, since these are the only two characteristic energy
scales in this system.

In the limit that ∆�∆H is large, E1 and E2 are asymptoti-
cally equal to

E1 :
1

(∆�∆H)2
e∆�∆H

E2 :
1

∆�∆H
e∆�∆H

(28)

Naively, one might have guessed that for large activation
barriers the efficiency of REMD would be equal to the ratio
of relaxation rate at Tmax to the relaxation rate at Tmin, that is

k(Tmax)

k(Tmin)
) e-�min∆H

e-�max∆H
) e∆�∆H (29)

The actual efficiency of REMD is significantly less than this
for both E1 and E2. The factor ∆�∆H accounts for the
effective fraction of replicas available to cross the transition
state barrier. As the energy of the barrier increases and as
the temperature spread increases, the effective fraction
decreases.

A more protein-like model has two-wells (U and F)
separated by a single barrier, and these wells have different
entropies and energies. The same approach can be used to
estimate the relative efficiency in this system. In particular,
eq 14 is used to determine the effective free energy of the
U, F, and TS states. These effective free energies are used
with eqs 6 and 7 to determine kREMD. This is then used in
eqs 20 and 21 to determine the relative efficiencies. For more
complex protein-like models, eq 14 must be evaluated
numerically for each state (U, F, and TS).

It is assumed that the TS and U states have enthalpies
∆HTS and ∆HU relative to the F state and entropies ∆STS

and ∆SU relative to the F state. ∆SU is fixed by maintaining
the melting temperature at 300 K. In addition, the TS barrier
is assumed to have a negligible contribution to the partition
function relative to the F and U states. The principal
difference between this model and real proteins is the lack
of relative heat capacities among the various states. The
relative efficiency E2 for this protein-like model is shown in
Figure 3. (Efficiency E1 is not shown because it is qualita-
tively similar and normally of less interest.) Figure 3 shows
that both the unfolding enthalpy ∆HU and the activation
enthalpy for folding ∆Hf

q can affect the relative efficiency
of REMD. It can be rigorously shown that the activation
entropy of folding has no effect on the relative efficiency
for this model under the assumption that the contribution of
the TS state to the partition function is negligible.

As in the previous model, the efficiency of REMD is
always greater than conventional MD at Tmin. The actual gain

Figure 2. Theoretical relative efficiencies (E1 and E2) of
REMD for a two-state system with two wells with identical
entropies and energies separated by a single barrier with an
activation free energy of 10 kcal/mol. Biologically, this model
is most similar to a small peptide with two stable conforma-
tional minima. Replicas are assumed to be uniformly distrib-
uted in inverse temperature with a minimum temperature of
273 K and a maximum temperature of Tmax.
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is a strong function of the activation energy for folding. For
even modest barriers (∼5 kcal/mol) for folding, the rate
enhancement of REMD can be significant. Interestingly, even
in the absence of an activation enthalpy for folding, REMD
can be more efficient than conventional MD because elevat-
ing the temperature can reduce the unfolding time, which
contributes to the overall relaxation rate.

To gain some more insight into the relative contributions
of kf and ku to the total replica relaxation rate krelax (kREMD),
the dependence of these rates on Tmax for one choice of model
parameters (∆Hu ) 20 kcal/mol; ∆Hf

q) 5 kcal/mol) is shown
in Figure 4. Because the activation enthalpy for unfolding
(25 kcal/mol) is much larger than the activation enthalpy
for folding (5 kcal/mol), the unfolding rate increase more
rapidly with Tmax than the folding rate. At low temperatures
the relaxation rate is controlled by the folding rate, so the
primary effect of a REMD simulation when Tmax is low is
to increase the folding rate; however, when Tmax is large,
the primary effect is to increase the unfolding rate. The
crossover between these two effects occurs in this model
about 25 K above the melting temperature (300 K).

An important property of real proteins not included in this
model is the existence of relative heat capacity differences
∆CU and ∆CTS of the U and TS states relative to the F state.
These heat capacities can strongly affect the behavior because
they work to reduce the activation enthalpy for folding at
high temperatures. At a high enough temperature, the
activation enthalpy for protein folding usually becomes
negative. In this regime, the folding rate is determined solely
by an entropic search for the native state. This does not
correspond to a conventional Arrhenius picture of diffusion
controlled by an enthalpic barrier, although it is described
by a similar “Arrhenius-like” rate equation. The existence
of a negative activation enthalpy strongly affects the ef-
ficiency of REMD simulation.

To illustrate the effects of a nonzero heat capacity, let us
consider an actual protein. Protein L is a commonly used
model system for protein for folding studies. The thermo-
dynamic properties of protein L have been measured60 and
are shown in Table 1. Following the same procedure as
before, numerical integration is used to determine the relative
efficiency E2 as a function of the maximum temperature Tmax

of the replicas. This is shown in Figure 5. It is assumed that
inverse temperatures are uniformly distributed from the
minimum to maximum inverse temperature.

Unlike simpler models for which relative efficiency is always
greater for a larger Tmax, protein L shows a maximum efficiency
for an intermediate Tmax. This maximum efficiency occurs
slightly above the temperature at which the activation enthalpy
for folding vanishes, which appears to be a good rule of thumb
for choosing a value of Tmax. At temperatures for which the
activation enthalpy is negative, increasing temperature would
be expected to be counterproductive, slowing the search rate;
in contrast, for any positive activation enthalpy, increasing the
temperature should make barrier crossing more rapid. The same
behavior is exhibited by the F13W/G29A mutant of the B
domain of staphylococcal protein A (protein A) when modeled
from its thermodynamic data61 (data not shown). The relative
efficiency E2 for a REMD simulation of protein A starts at a
value of 1, peaks at 6.4 when Tmax is 326 K, and declines as
Tmax is increased further. The peak efficiency occurs close to

Figure 3. Constant relative efficiency (E2) contours for a
simple, two-state, protein-like kinetic model with fixed enthal-
pies and entropies of activation and folding. Unlike the model
of Figure 2, the two wells are not assumed to have the same
energy or entropy. Contours are labeled by their relative
efficiency. They are spaced logarithmically in efficiency. ∆Hu

is the enthalpy of unfolding. The melting temperature is fixed
at 300 K, which fixes the value of ∆Su. ∆Hf

q is the activation
enthalpy of folding. The value of ∆Sf

q is chosen small enough
to make the population of the transition state negligible for all
values of ∆Hf

q; the precise value of ∆Sf
q has no effect on the

relative efficiency of REMD. Relative efficiency is computed
for a REMD simulation with evenly spaced inverse tempera-
tures spanning the temperature range from 273 to 500 K.

Figure 4. Variation in the unfolding rate (ku), the folding rate
(kf), and the relaxation rate (krelax) of the replicas in a REMD
simulation as a function of the maximum temperature of the
simulation. Rates are shown relative to the relaxation rate at
273 K. The model used is the two-state protein-like model
with no heat capacities, an unfolding enthalpy of ∆Hu ) 20
kcal/mol, and an activation enthalpy for folding of ∆Hf

q ) 5
kcal/mol. The entropy of the unfolded state is determined so
that the melting temperature is fixed at 300 K.

Table 1. Measured Enthalpy, Entropy, and Heat Capacity
of the Transition State and Unfolded State of Protein L
Relative to the Native State at 295 Ka

∆H
(kcal/mol)

∆S
(kcal/(mol K))

∆Cp

(kcal/(mol K))

transition state (TS) 26.8 0.03 0.19
unfolded state (U) 20.1 0.05 0.77

a These values are used to estimate the relative efficiency E2 of
REMD (Figure 5).
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and slightly above the temperature, 318 K, at which the
activation enthalpy vanishes.

The strong dependence of efficiency on the choice of Tmax

and on the enthalpy of folding is the most plausible
explanation for the large differences between the estimated
efficiency of REMD simulations. Close attention should be
paid to the type of problem to which one is applying REMD
as well as the choice of Tmax. Estimation of the optimal Tmax

can be made from experimental measurements of the
thermodynamic properties of the folded, unfolded, and
transition states; however, one should be cautious that these
values are approximately reproduced using the molecular
dynamics force field. These results also suggest that the
performance advantages of REMD on systems with explicit
solvent may be very different from the performance advan-
tages with implicit solvent, because, in many implicit solvent
models, entropic nonpolar solvation effects are represented
as enthalpic contributions to the free energy leading to
different activation enthalpies.

The folding and unfolding contributions to the relaxation
rate can be determined for the REMD simulation of protein
L (Figure 6). Like the simpler protein model without relative
heat capacities, the primary rate enhancement of REMD
arises at lower values of Tmax from increases in the folding
rate. However, unlike the simpler model, enhancement
of the unfolding rate makes a relatively minor contribution
to the overall rate enhancement of REMD.

The analysis that has been presented is predicated upon
the fact that motions in temperature are fast relative to
conformational changes. Many biomolecular simulations
have been run in a suboptimal manner in which temperature
exchanges are relatively infrequent.54 An analysis similar to
the one presented here may be applicable; however, in this
suboptimal regime one must examine the relaxation behavior
on the full G(x, �) surface. Additionally, the existence of
additional correlations between replicas under very high

exchange rates that might lead to slowing cannot be
definitively ruled out.

Up to this point, the issue of additional computational losses
from spatial decomposition in conventional MD has not been
addressed. In essence, the results so far have been a comparison
of REMD with MD on a single processor. When calculations
are run on N processors simultaneously, conventional MD incurs
additional losses due to communication bottlenecks that REMD
will not. For conventional MD, the actual speedup with a
conventional decomposition approach will not normally be N
but γN, where γ is equal to the ratio of actual speedup to
theoretically possible speedup. For this reason, even if the
theoretical efficiency of REMD as we have calculated it is no
better than conventional MD, the actual efficiency of REMD
on N processors is often greater than conventional MD by a
factor of 1/γ.

Summary and Conclusion

In summary, an analytic approach has been developed for
analyzing REMD simulations. This analysis is applicable for
conditions under which individual replicas are only weakly
interacting. Under these conditions, a REMD simulation can
be analyzed as a collection of N noninteracting simulations
moving in both conformational space and in temperature.
The dynamics in conformation and temperature for a single
replica is determined by the structure of the equilibrium free
energy surface G(x, �). Beginning from this surface (defined
via eq 11), one can in principle determine the relaxation
spectrum and the integrated autocorrelation time, which can
be used to determine the relative efficiency of REMD.

To simplify calculations, the timescale separation between
temperature motion and conformational change can be used to
reduce the equilibrium free energy surface G(x,�) to an effective
free energy surface Geff(x) by integrating out the temperature
degrees of freedom. Applying this approach to a number of
two-state protein models demonstrates that the relative efficiency
of REMD is a strong function of the activation enthalpy;
however, REMD is always more efficient for these models than
conventional, constant temperature MD provided that the
activation enthalpies for folding and unfolding are positive

Figure 5. Relative efficiency E2 of a REMD simulation of
protein L with inverse temperatures uniformly distributed from
1/273 K to 1/Tmax. Although REMD can produce significant
increases in efficiency, the amount of rate enhancement varies
strongly with the maximum temperature. In particular, a
maximum temperature that is too high can actually result in a
decrease in the relaxation rate because of the existence of
heat capacities that reduce the activation energy of folding.
The maximum relative efficiency of REMD occurs when Tmax

is chosen slightly above the temperature at which the activa-
tion free energy of folding disappears. This appears to be a
good rule of thumb for choosing Tmax of a REMD simulation.

Figure 6. Variation in the unfolding rate (ku), the folding rate
(kf), and the relaxation rate (krelax) of the replicas in a REMD
simulation of protein L as a function of the maximum temper-
ature of the simulation. Rates are shown relative to the
relaxation rate at 273 K.
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throughout the temperature range. Analysis of models with
thermodynamic parameters of real proteinssprotein L and the
B domain of protein Asindicates that the peak REMD
efficiency occurs for a value of Tmax slightly above the tem-
perature at which the activation enthalpy for folding vanishes.
If Tmax is increased beyond this, the relative efficiency of REMD
begins to drop. Eventually, the relative efficiency of REMD
can become negative, making this a critically important
parameter choice for a REMD simulation.

Assuming that protein L and the B domain of protein A
are representative of the small proteins for which REMD is
used, REMD appears to be significantly more efficient than
conventional MD. For the optimal choice of Tmax REMD is
respectively 7 and 6.4 times more efficient than conventional
MD for these proteins. This does not include efficiency losses
due to parallelization, which in practical circumstances
strongly favor REMD simulations. Additionally, REMD has
the benefit of providing accurate temperature dependent
statistics to determine the relative enthalpies of different
conformational states.

Because the dynamics of replicas are controlled by a
single transition state barrier on the G(x, �) surface, the
asymptotic efficiency of REMD is nearly independent of
the number of replicas. However, because biological
simulations are usually run for only a few multiple of the
relaxation rate, dividing the simulation time among the
multiple replicas can be detrimental.

The analysis presented in this manuscript is solely for
two-state proteins. A similar analysis can be carried out
for proteins with intermediates or nonprotein systems. For
this analysis, it is important to carefully determine the
integrated autocorrelation time, because a single relaxation
time is no longer dominant. Also, when motion in
temperature is not fast compared to conformational
change, the full G(x, �) surface should be used for analysis
rather than the effective surface Geff(x). Replica methods
involving parameters other than temperature can also be
analyzed in a similar manner.
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Abstract: The geometries and UV-vis spectra of azobenzene dyes grafted as a side chain on
poly(L-glutamic acid) have been investigated using a combination of quantum mechanics/
molecular mechanics (QM/MM) and time-dependent density functional theory (TD-DFT) methods
at the TD-PBE0/6-311+G(d,p)//B3LYP/6-311G(d,p):Amber ff99 level of theory. The influence
of the secondary structure of the polypeptide on the electronic properties of both the trans and
cis conformations of azobenzene dyes has been studied. It turns out that the grafted dyes exhibit
a red-shift of the π f π* absorption energies mainly due to the auxochromic shift induced by
the peptidic group used to link the chromophoric unit to the polypeptide and that specific
interactions between the glutamic side chain and the azobenzene moiety lead to a large blue-
shift of the n f π* transition.

1. Introduction

During the two last decades, the interest in azobenzene (AB)
derivatives has become increasingly important due to their
wide range of industrial applications. In particular, AB based
molecules represent 60–70% of the world production of
industrial “absorption” dyes1 and have been recently found
to be promising materials for media storage devices2–5 and
molecular motors.6,7 These processes exploit the photochro- mic abilities of the AB dyes that are involved in a reversible

photoisomerization from the trans (TAB) to the cis (CAB)
isomer (Figure 1). In biological systems, the photoreversible
isomerization of a molecule attached to a macromolecular
system, such as the visual pigment rhodopsin,8–14,39 induces
conformational changes that in turn lead to a physiological
response of the protein. Following this idea, Pieroni et al.
have prepared poly(L-glutamic acid) with photochromic AB
side chains15–17 (Figure 2), that can exist in disordered forms
(random coil) or in regularly folded structures (like R-helix
or �-sheets), similar to biological systems. The photochromic
polymers were prepared from high molecular weight poly(L-
glutamic acid) (Mj v ) 200 000) and samples containing
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Figure 1. Reversible photochromic isomerization of the
azobenzene derivative.
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13–56% mol of azo groups were studied at different pH
values. It has been shown that irradiation at 350 nm produces
an isomerization from the trans to the cis isomer (π f π*
transition), whereas the reverse reaction is obtained using a
450 nm irradiation (n f π* transition), or via dark adapta-
tion.15

In water, this reversible process is accompagnied by large
photoinduced structural changes of the polypeptide secondary
structure, which is detected by circular dichroism (CD)
spectroscopy, as well as a drastic modification of the
absorption spectrum of the AB dye. Depending on the
experimental conditions (pH and mole percent of azo group),
the polypeptide presents a random coil, an R-helix, or a
�-structure CD pattern with respect to the relative amount
of each structure.18 In acid pHs (4.7-5.0), the dark-adapted
samples containing 16 and 21 mol % of azo groups indicate
the presence of an appreciable amount of R-helix, while the
36 mol % samples exhibit the CD curve of �-structure. When
the pH is increased to alkaline values (pH 8), all polypeptides
undergo a conformational transition to random coil structures.
In water, light produces the isomerization of the azo side
chains and a remarkable effect on the CD bands, which is
also influenced by the pH value and/or the azo content. For
example, the 16 mol % sample does not exhibit any variation
of the CD spectrum, while the 36 mol % azo-polypeptide
undergoes a �-coil transition at pH 6.5. For the 21%
azopolypeptide, the helix content is increased by irradiation
below pH 6.3.

Prior to study the effect of experimental conditions (pH
and azo content) and the dynamical behavior leading to the
modification of the polypeptide conformation, this work aims
at investigating the effects of the polypeptide structure on

the geometries and the absorption spectra of the two AB
isomers (i.e., TAB and CAB).

From our point of view, to obtain accurate UV-vis spectra
of macromolecular systems, one needs to take up two
challenges:

• Due to the size of the system, the modeling of
macromolecules with pure quantum mechanics is still out
of reach for modern computational resources.

• To obtain accurate UV-vis spectra, one has to describe
precisely the excited state(s) of the chromophoric unit.

Some propositions have been made to solve these chal-
lenges separately. For example, the size problem can be
overcome with the hybrid quantum mechanics/molecular
mechanics methods (QM/MM) which are available to treat
such large systems.19–29 For the second challenge, time-
dependent density functional theory (TD-DFT) calculations30

indeed yield accurate determination of the absorption ener-
gies associated with these excited states for a wide range of
chromophoric units31–36 and, especially, for the AB deriva-
tives.37,38,43

One should note that only a limited number of studies
combining QM/MM and TD-DFT methods have been
previously published, such as the meticulous studies of
Elstner et al.13,14 and Vreven et al.,39 who compare several
computational approaches for the determination of the
absorption shifts in retinal proteins. Rothlisberger and co-
workers also report TD-DFT/MM calculations40 on solvated
acetone41 and aminocoumarins42 based on Car–Parrinello
simulations. Altought Elstner et al. have shown that TD-
DFT calculations fail dramatically in the case of protonated
Schiff base chromophores and neutral polyenes13,14 due to
the local approximation of the exchange-correlation func-
tional,44 we would like to mention the successful work of
Crecca and Roitberg on the isomerization mechanism of
azobenzene and disubstitued azobenzene derivatives.43 Using
DFT and TD-DFT calculations, they have studied the
isomerization pathway of several azobenzene derivatives. The
different barriers of the potential energy surface have been
found in good agreement with experimental results.

In this article, we report the calculation of UV-vis spectra
of TAB and CAB units for various stable secondary and
supersecondary structures (motifs) of the poly(L-glutamic
acid). First, we investigate the geometries and the UV-vis
spectra of both isomers in gas phase and in ethanol. The
results are compared to experimental data to validate the
theoretical scheme and to obtain some reference data in order
to point out the specific effects of the polypeptide surround-
ings on the geometry and absorption wavelengths of the AB
moiety. In particular, we investigate different polypeptide
structures containing R-helix and �-sheet conformations, as
well as other supersecondary structures like �-hairpin,
�-strand, and �-R-� and R-�-R motifs.

2. Methodology

The QM/MM calculations are performed by means of the
local self-consistent field (LSCF) method developed by
Rivail, Assfeld, and co-workers,47–56 that is implemented in
a modified version of the Gaussian 03 package57 linked to

Figure 2. QM/MM partitioning of the poly(L-glutamic acid) with
the photochromic AB side chain. The QM/MM boundaries are
located between the CR and the C� atoms.
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the Tinker software58 for the MM calculations. In the LSCF
framework, a doubly occupied strictly localized bond orbital
(SLBO) is employed to link the QM and the MM parts. The
SLBO is obtained from a preliminary computation on a
model molecule featuring the chemical bond of interest.59

In the present case, the QM/MM frontier is located between
the CR and the C� atoms of the residue where the azobenzene
dye is grafted (Figure 2).

The MM surrounding is described with the Amber ff99
force field,60,61 and we have considered the protonated form
of the glutamic acid in order to avoid the spurious polariza-
tion due to negative charges on the glutamate anions. Then,
we choose to mimic the effect of the counterions by the
protonated state of the glutamic side chain. This strategy has
been employed in several studies for biological systems45,46

to mimic the situation in which the counterion is tightly
bounded to the negatively charged moiety. The classical
charge of the CR frontier atom has been set to 0.0365 e
instead of 0.0145 e to ensure the overall electroneutrality of
the MM part. The van der Waals parameters for the QM
atoms are set to the values defined for the corresponding
atom type of the force field. Moreover, the N-terminus and
C-terminus are capped with an acetyl and a N-methylamide
group, respectively.

Concerning the QM calculations, the B3LYP functional62

combined to the 6-311G(d,p) basis set has been used for
geometry optimization of the chromophoric unit. After a full
geometry optimization of the entire system, TD-DFT cal-
culations have been performed to evaluate the UV-vis
spectrum with the fitted-parameter-free PBE0 functional63,64

and the 6-311+G(d,p) basis set. Previous studies have shown
that, for the largest majority of organic dyes,31–38 this
theoretical scheme provides reliable results for geometrical
parameters, as well as for the UV-vis spectra. To take into
account solvent effects on the model systems, the polarizable
continuum model (PCM) with UAKS atomic radii has been

used.65 For TD-DFT calculations using SCRF solvation
model, the nonequilibrium PCM method was selected.66

3. Results

3.1. TAB and CAB in the Gas Phase and in
Ethanol. Table 1 reports the structural parameters and the
UV-vis spectra of the TAB and CAB forms in the gas phase
and in ethanol. As reported in a previous study,37 direct
comparisons of our results to experimental data might be
impeded because X-ray structures are determined in the solid
phase, whereas gas electron diffraction (GED) measurements
are performed at relatively high temperature. Nevertheless,
concerning the TAB isomer in the gas phase, B3LYP yields
results with a maximal deviation of 0.013 Å for the bond
lengths and 1.4° for the valence angles, if the most recent
X-ray diffraction and GED experiments are used as refer-
ences. Moreover, the GED measurements perfectly predict
the planar gas-phase geometry of the TAB. For the CAB
form, low-tempera-
ture X-ray experiments or GED measurements are not
available in the literature, but the X-ray structure from ref
67 is in good agreement with our DFT results with a
maximum deviation of 0.013 Å, 2.2°, and 2.3° for the bond
lengths, valence, and dihedral angles, respectively.

Experimentally, the absorption UV-vis spectrum consists
of low lying (nf π*) bands between 380 and 520 nm which
is a symmetry forbidden transition in the case of the trans
isomer. The spectrum also exhibits a π f π* transition
around 330 nm for TAB and 275 nm for CAB.68

For the UV-vis spectra of TAB, the TD-PBE0 absorption
energies are in rather good agreement with the experimental
values. Although the excitation energies are underestimated
by 20–40 nm in gas phase or in ethanol, the hypsochromic/
bathochromic shift for the n f π*/π f π* are well-
reproduced by the theoretical calculations. Experimentally,
one notes a small shift between +3 and -7 nm for the n f

Table 1. Structures and UV-vis Spectra of TAB and CAB in Various Media, Obtained at the TD-PBE0/6-311+G(d,p)//
B3LYP/6–311G(d,p) Level of Theorya

medium method d(NdN) d(CsN) ∠ (CsNdN) ∠ (CsCsN) τ(CsCsNdN) λn f π* λπf π* ref

TAB gas phase TD-DFT//DFT 1.253 1.418 115.1 124.6, 115.5 0.0, 180.0 480(0.00) 327(0.78) 37
X-ray 1997 (82 K) 1.259 1.431 114.1 21.0 71
GED 2001 (407 K) 1.260 1.428 113.7 124.8 0.0, 180.0 72
exp 1981 444 303 73
exp 1982 440(380) 301(21300) 69

ethanol TD-DFT//DFT 1.255 1.419 115.5 124.7, 115.5 0.0, 180.0 477(0.00) 344(0.90) this work
exp 1953 443(510) 320(21300) 74
exp 1961 437(510) 320(17300) 75

CAB gas phase TD-DFT//DFT 1.243 1.436 124.1 122.9, 116.5 51.0, -138.1 478(0.03) 292(0.08) this work
X-ray 1971 1.253 1.449 121.9 122.5, 117.3 53.3 67
exp 1982 425 265 69

ethanol TD-DFT//DFT 1.246 1.436 124.2 122.7, 116.5 50.8, -138.0 467(0.05) 305(0.09) this work
exp 1953 433(1518) 281(5260) 74
exp 1973 443(1514) 281(5248) 76

TAB h
CAB

gas phase TD-DFT//DFT -0.010 0.018 9.0 -1.7, 1.0 51.0, 41.9 -2 -35 this work
X-ray -0.006 0.018 7.8 32.3 67, 71
exp -19 f -15 -38 f -35 69, 73

ethanol TD-DFT//DFT -0.009 0.017 8.7 -2.0, 1.0 50,8, 42.0 -10 -39 this work
exp -10 f +6 -39 74-76

a The changes in structural parameters and UV-vis spectra following to the reversible photoisomerization of both isomers are also
reported. Distances are in angstroms, while the valence and the dihedral angles are in degrees. λnfπ* and λπfπ* are the wavelengths (in
nanometers) of the first n f π* and π f π* transitions, respectively. The oscillator strengths are given in parenthesis.
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π* transition, to be compared to the -3 nm predicted by
TD-PBE0 calculations. For the πf π* excitation, we predict
a bathochromic shift of +17 nm that is very close to the
+17 and +19 nm experimentally obtained. We refer the
reader to ref 37 for more details about the geometries and
UV-vis transition of TAB.

Concerning the CAB absorption spectra, the deviation
between theoretical and experimental results is of the same
order of magnitude than those obtained for the trans isomer.
The n f π* excitation becomes a dipole-allowed transition
due to the nonplanar geometry of the CAB derivative.
Theoretically, taking into account the solvent effects, we
observe an hypsochromic shift of -11 nm and a bathochro-
mic shift of +13 nm for the nf π* and πf π* transitions,
respectively. Compared to the TAB derivative, the solvent
induces an increase of the hypsochromic shift for the n f
π* transition, while the π f π* excitation energy remains
unchanged with a clear decrease of the oscillator strength.
The bathochromic effect of the solvent on the π f π*
excitation is well-reproduced by the present theoretical
approach. Indeed, experimental results lead to a bathochromic
shift of +16 nm. On the other hand, the red-shift of 8–18
nm, experimentally observed on the n f π* transition, is
not reproduced by TD-PBE0, which reports a blue-shift of
-11 nm. However, the gas-phase UV-vis spectra of CAB
is subject to caution: it is calculated at relatively high and
variable temperature (181–322 °C) by means of a difference
spectrum. This spectrum, obtained by a flash photolysis
technique, corresponds to the difference between the absorp-
tion spectra of a stable compound (TAB), beforehand
determined, and a metastable specie (CAB).69

Table 1 also reports the modification of the geometrical
parameters and absorption wavelengths going with the
photoisomerization of the AB dye (see Figure 1). The change
of the CsN bond length is nicely reproduced, while the
variations of the d(NdN) and ∠ (CsNdN) values are slightly
overestimated by the theoretical scheme. The largest dis-
crepancy between theory and experiment comes from the
overestimation of the variation of the τ(CsCsNdN) value
by 10–20°, but these dihedral angle values might be very
sensitive to the packing effect of the crystal. Nevertheless,
the most recent GED experiment on the TAB gives a
τ(CsCsNdN) value of 0.0°, that is a deviation between
theory and experiment of 0.2° only. For the shift of the
absorption wavelengths, the experimental and theoretical
approaches predict blue-shift of the nf π* and the πf π*
excitation energies in both the gas phase and ethanol.
Moreover, TD-PBE0 provides energetic shifts in the range
of the experimental figures, but for the shift of the n f π*
excitation in the gas phase. This observation blames once
more the experimental λnfπ* value obtained in the case of
CAB in the gas phase.

According to previous computational studies, the TD-DFT
excitation energies are more red-shifted compared to other
theoretical approaches like CC2 or SOPPA methods,70

leading to a slightly larger discrepancy between the theoreti-
cal and experimental absolute wavelengths. However, this
type of post Hartee-Fock methods are very time-consuming
and, consequently, difficult to use for larger systems,

especially when solvent effects must be taken into account.
In this case, DFT calculations using hybrid functionals such
as B3LYP or PBE0 present a valuable accuracy/CPU
balance. On top of that, these theoretical schemes have been
proved reliable to reproduce the experimental shifts corre-
sponding to solvatochromic effects and photoisomerization
processes of the AB dye. We therefore apply this methodol-
ogy in order to study the effect of the polypeptide structure
on the absorption spectra of grafted AB moiety.

3.2. Poly(L-glumatic acid) with an AB Side Chain.
Since the actual QM/MM method requires one SLBO to
connect the QM to the MM part, it is important to check
that it does not disturb the QM properties. The influence
induced by the SLBO is analyzed in order to verify that no
artificial shifts of the absorption energies in TD-DFT
calculations are introduced. To do so, we computed the
absorption wavelength of the QM part capped with a methyl
group, at the QM level, with and without the SLBO (see
Figure 2). On the basis of these preliminary calculations,
one can conclude that the SLBO creates an error of 0.09
and 0.22 nm on the n f π* and π f π* transitions,
respectively. Moreover, a previous study has demonstrated
that the SLBO induces only slight modifications of the QM
geometry.59

The geometrical parameters of the poly(L-glumatic acid)
with AB side chain are listed in Table 2. We also report the
optimized geometries and the number of glutamic residues
corresponding to several secondary structures of the polypep-
tide (see Figure 3 for TAB and Figure 4 for CAB). Due to
the importance of the NdN double bond length, the
chromophoric unit of the AB dye, we first investigated its
modifications. The various MM surroundings imply an
increase of 0.002–0.004 Å, compared to the isolated TAB
structure in the gas phase. Concerning the cis isomer of the
poly(L-glumatic acid), the increase of the NdN distance is
not systematic. Indeed, for the �-sheet, �-hairpin, and
�-strand conformations of the MM part, the d(N1dN2)
values are equal to or smaller (-0.001 Å) than the values of
the isolated CAB structure. For the other secondary struc-
tures, the MM part induces an increase of the NdN bond
length by 0.002–0.005 Å. The same effects are induced by
the solvent (Table 1) for both isomers. The CsN distances
are also affected by the polypeptide structure, as well as the
angle values around the NdN chromophoric unit for both
conformers. Contrary to the other geometrical parameters
for which the effect of the MM surrounding is negligible,
the dihedral angles are more affected by the polypeptide
structure, leading to a nonplanar form of the TAB, regardless
of the conformation of the MM part. For example, the R-helix
conformationandtheR-�-Rmotifinduceaτ(N1dN2sC4sC5)
value of =20°. For the CAB derivatives, the R-containing
structures (R-helix, R-�-R, and �-R-�) lead to a large
modification of the τ(N1dN2sC4sC6) values, yielding an
increase of the NdN double bond as pointed above.

The UV-vis spectra of the poly(L-glumatic acid)
containing AB side chain are reported in Table 3. For the
TAB derivatives, an overall blue-shift (3–29 nm) and red-
shift (23–36 nm) with respect to the isolated TAB
molecule in the gas phase (∆λAB values) are observed for
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the n f π* and π f π* transitions, respectively. This is
in full agreement with previous results on substituted TAB
derivatives.38 It is noteworthy that the n f π* transition
in TAB is no more symmetry-forbidden and significant,
though small oscillator strengths are observed, especially
for the R-helix conformation and the �-R-� motif. The

overall red-shift of the π f π* band is also observed in
the case of the CAB derivatives (21–32 nm), notwith-
standing that the blue-shift of the nf π* is not systematic:
the conformations mainly featuring � structures (�-sheet,
�-hairpin, and �-strand) show a blue-shift of -20, -15,
and -21 nm, respectively, whereas the R-containing
structures lead to a red-shift of 10–14 nm.

Table 2. Structural Parameters of Isolated TAB and CAB and Grafted As Side Chain of Poly(L-glutamic acid) Obtained at
the B3LYP/6-311G(d,p) Level of Theorya

MM
structure

d
(N1dN2)

d
(C3sN1)

d
(N2sC4)

∠ (C3sN1
dN2)

∠ (N1dN2
sC4) ∠ (C5sC3sN1) ∠ (N2sC4sC6)

τ(C5sC3s
N1dN2)

τ(N1dN2s
C4sC6)

TAB 1.253 1.418 1.418 115.1 115.1 124.6, 115.5 124.6, 115.5 0.0, 180.0 0.0, 180.0
R-helix 1.255 1.416 1.412 115.2 114.7 124.0, 116.1 124.4, 116.8 -23.5, 159.3 -12.2, 168.3
�-R-� 1.257 1.417 1.410 115.2 115.2 124.6, 115.6 124.7, 116.3 -7.8, 174.3 -3.2, -179.6
R-�-R 1.255 1.419 1.409 114.3 116.1 124.3, 116.0 125.9, 115.2 -8.0, 173.2 2.4, -175.6
�-sheet 1.255 1.417 1.412 115.1 115.3 124.7, 115.5 125.2, 115.9 -1.3, 178.5 -0.9, 178.1
�-hairpin 1.255 1.417 1.411 115.1 115.3 124.7, 115.6 125.1, 115.9 0.3, -179.7 0.2, -179.8
�-strand 1.255 1.415 1.415 115.1 115.7 124.3, 115.7 124.4, 116.4 17.2, -164.1 -18.3, 165.5

CAB 1.243 1.436 1.436 124.1 124.1 122.9, 116.5 122.9, 116.5 51.0, -138.1 51.0, -138.1
R-helix 1.245 1.433 1.430 124.4 125.1 122.0, 117.4 126.3, 114.6 -57.6, 131.4 -35.2, 154.0
�-R-� 1.248 1.428 1.427 125.7 127.9 122.5, 117.1 129.2, 112.5 -56.8, 133.0 -20.6, 166.6
R-�-R 1.246 1.431 1.429 125.5 126.2 121.2, 118.2 127.9, 113.5 65.2, -124.4 21.0, -166.9
�-sheet 1.242 1.441 1.434 123.2 123.5 119.8, 119.4 122.1, 118.1 73.5, -116.7 56.4, -133.9
�-hairpin 1.242 1.437 1.437 122.8 123.5 119.7, 119.4 121.3, 118.6 64.8, -125.6 58.8, -133.1
�-strand 1.243 1.431 1.436 123.5 125.0 122.9, 116.4 122.5, 117.4 51.9, -136.0 51.3, -139.4

a The MM part is described with the Amber ff99 force field. Distances are in angstroms, while the valence and the dihedral angles are in
degrees. See Figure 2 for the atom labeling.

Figure 3. QM/MM optimized geometries of the poly(L-
glutamic acid) with the photochromic TAB side chain. The QM
part is depicted as a stick model, while the MM structure has
a cartoon representation. We also report the number of
glutamic residues in parenthesis.

Figure 4. QM/MM optimized geometries of the Poly(L-
glutamic acid) with the photochromic CAB side chain. The QM
part is depicted as a stick model, while the MM structure has
a cartoon representation. We also report the number of
glutamic residues in parenthesis.
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In order to better understand the physical meaning of these
results, the ∆λAB values are split up in three components
gathered in Table 3 and depicted in Figure 5:

• The polarization of the electronic wave function due to
the MM classical point charges of the force field (∆λelec).
These quantities are determined by the difference between
the TD-DFT/MM calculations obtained with electronic
embedding (EE) and the results of the TD-DFT/MM calcula-
tions in which the point charges are set to zero with the same
geometry.

• The geometrical modification of the QM part geometries
with respect to the capped primary system (CPS) induced
by the MM surroundings (∆λnuc). The CPS corresponds to
the QM part capped with an hydrogen atom (Figure 2). These

energetic shifts are obtained by the difference between the
TD-DFT/MM results with the MM point charges set to zero
and the TD-DFT values on the optimized structures of the
CPS. This effect corresponds to the polarization of the MM
surrounding on the nuclei positions.

• ∆λaux which corresponds to the shift implied by the
auxochromic groups (including the amide group and an alkyl
chain) used to graft the photochromic AB to the polypeptide
backbone. This quantity, independent of the polypeptide
conformation, is defined as the difference of the excitation
energies between the CPS and the AB moiety.

According to these definitions, the overall shift of the
absorption energy when going from the isolated AB mol-

Table 3. UV-vis Spectra of the TAB and CAB Grafted on the Side Chain of Poly(L-glutamic acid) Obtained at the TDPBE0/
6-311+G(d,p) Level of Theorya

∆λAB ∆λAB

MM
structure λnfπ* tot ∆λelec ∆λnuc ∆λaux λπfπ* tot ∆λelec ∆λnuc ∆λaux ∆λmax

TAB R-helix 469(0.04) -11 0 -7 -4 350(0.94) 23 0 -7 30 119
�-R-� 477(0.01) -3 0 1 -4 363(1.00) 36 3 3 30 114
R-�-R 475(0.00) -5 1 -2 -4 361(1.02) 34 2 2 30 114
�-sheet 477(0.00) -3 0 1 -4 357(0.98) 30 2 -2 30 120
�-hairpin 476(0.00) -4 1 -1 -4 359(0.87) 32 0 2 30 117
�-strand 451(0.00) -29 -21 -4 -4 358(0.75) 31 5 -4 30 93

CAB R-helix 488(0.05) 10 -1 2 9 314(0.35) 22 -1 0 23 174
�-R-� 492(0.06) 14 -16 21 9 324(0.47) 32 5 4 23 168
R-�-R 492(0.04) 14 -2 7 9 316(0.50) 24 3 4 23 176
�-sheet 458(0.04) -20 0 -29 9 315(0.12) 23 1 -1 23 143
�-hairpin 463(0.05) -15 0 -24 9 313(0.15) 21 -6 4 23 150
�-strand 457(0.08) -21 -25 -5 9 323(0.18) 31 4 4 23 134

a The MM part is described with the help of the Amber ff99 force field. λnfπ* and λπfπ* are the wavelengths (in nanometers) of the first n
f π* and π f π* transitions, respectively. The oscillator strengths are given in parenthesis. We also report the energetic shift (in
nanometers) between the TD-DFT/MM values and the AB in gas phase (∆λAB). The ∆λAB value is decomposed in three components
coming from the electronic polarization of the MM charges (∆λelec), the nuclear polarization of the MM surrounding (∆λnuc), and the
auxochromic shift due to the substitution of the AB moiety (∆λaux), such as ∆λAB ) ∆λelec + ∆λnuc + ∆λaux.

Figure 5. Energetic shift (in nanometers) between the TD-DFT/MM values and the AB in the gas phase (∆λAB). The ∆λAB

value is decomposed in three components coming from the electronic polarization of the MM charges (∆λelec), the nuclear
polarization of the MM surrounding (∆λnuc), and the auxochromic shift due to the substitution of the AB moiety (∆λaux), such as
∆λAB ) ∆λelec + ∆λnuc + ∆λaux.
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ecules to the full system is defined by: ∆λAB ) ∆λelec +
∆λnuc + ∆λaux.

For the π f π* transitions in the TAB derivatives, the
main component of the red-shift comes from the auxochro-
mic contribution ∆λaux. Indeed, the polarization due to the
MM environment on the electronic wave function and
the nuclei positions leads to only small modifications of the
λπfπ* values. However, further investigations of the ∆λelec

values show that the polarization of the MM point charges
also implies a red-shift of 0–5 nm. For the nf π* excitation,
the situation is slightly different with a much smaller
auxochromic effect (blue-shift of -4 nm). We point out the
effect of the EE which implies a large blue-shift (-21 nm)
in the case of the �-hairpin structure. This effect corresponds
to a stabilization of the ground-state compared to the excited
state and originates from a specific interaction of the
carboxylic acid hydrogen atom of the glutamic acid side
chain with the lone pair of the NdN chromophoric unit of
the TAB moiety (see Figure 6). This highligths the key role
that can be played by the glumatic acid side chain of the
polypeptide. Similar to the specific solvent–solute interac-
tions, the intramolecular interaction between the chro-
mophoric unit and the polypeptide may induce a strong shift
of the excitation energies and especially for the n f π*
transition. Indeed, these two orbitals correspond to a localized
phenomenon: the n nonbonding (Figure 6a) and the π*
antibonding (Figure 6c) orbitals are mainly localized on the
chromophoric units of the AB dye. The n orbital corresponds
to the nitrogen lone pair, while the π* orbital is mainly
located on the diazo bond. The λπfπ* value is less affected
by these specific interactions (∆λelec ) +5 nm) due to the
nature of the π bonding orbital, which is delocalized over
the whole molecule (Figure 6b).

The investigation of the π f π* excitations in the CAB
derivatives leads to conclusions similar to the case of the
trans isomers. The red-shift of the absorption energies is
mainly due to the substitution effect on the AB moiety. For
the n f π* transition, the �-containing structure exhibit a
blue-shift of the excitation wavelengths. The �-strand case
is explained by the same phenomenon than for the TAB
derivatives, whereas the results of the �-sheet and �-strand
conformations shows a clear dependence upon the modifica-
tion of the AB geometries, as illustrated by the ∆λnuc values.
As previously mentionned, both �-sheet and �-strand con-
formations exhibit the smallest NdN bond length and the
largest d(CsN) values (Table 2). The effect, albeit less
pronounced, is still present in the �-strand structure, whereas
the opposite phenomenon is observed for the �-R-� motif.
The increase of the NdN chromophoric unit leads to a ∆λnuc

value of +21 nm. However, this MM conformation does not
induce a large red-shift of the absorption energies due to a
balanced effect with the ∆λelec value, as a consequence of
the proximity of a glutamic side chain to the AB moiety.

4. Conclusions

On the basis of a theoretical approach combining QM/MM
and TD-DFT calculations, we have reported the obtention
of the UV-vis spectra of poly(L-glutamic) acid modified with
chromophoric AB side chain at the TD-PBE0/6-311+G(d,p)//

B3LYP/6-311G(d,p) level of theory using the Amber ff99
force field to treat the MM part. The results on the AB units,
in both the gas phase and in ethanol, indicate that this
theoretical approach is able to provide geometries and
absorption wavelengths that are in good agreement with the
available experimental data. In particular, we have shown
that the TD-PBE0 results reproduce the energetic shifts due
to the solvatochromic effects and the photoisomerization
process of the AB dye.

In order to foresee the effect of the polypeptide structure,
we have studied the polarization effect on the UV-vis
spectra of the AB derivatives of several stable conformations
featuring regularly folded structures, such as R-helix and
�-sheet, on the UV-vis spectra of the AB derivatives. It

Figure 6. Isosurface (0.05 au-3/2) of the frontier orbitals
involved in the n f π* and π f π* transitions of the TAB
grafted on a polypeptide with a �-strand conformation.
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has been shown that the π f π* absorption energies are
globally red-shifted. This effect has been ascribed to a large
auxochromic shift mainly due to the amide group used to
graft the AB moiety to the carboxylic group of the glutamic
side chain. Moreover, specific interactions between the
glutamic side chain and the azobenzene moiety, such as
hydrogen bond or large geometrical changes of the QM part,
may lead to a large blue-shift on the n f π* transition.

We are currently investigating the dynamic behavior of
the AB photoisomerization in the framework of multiscale
QM/MM dynamics in order to point out the major phenom-
ena that could lead to strong modifications of the polypeptide
secondary structure.
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Abstract: The reaction of ethylene in condensed phases under high pressure has been
investigated by ab initio molecular dynamics. Both disordered and crystalline samples have
been simulated, and some insights on the reaction mechanism have been obtained. System
size effects have been investigated for the disordered samples. A polymerization reaction occurs
by an ionic mechanism. In both the disordered and the crystal phases, the reaction products
obtained (linear chains in the disordered systems and branched chains in the crystal) are in
qualitative agreement with the experiments.

1. Introduction

Unsaturated hydrocarbons have been known for a long time
to spontaneously react when subjected to very high pressure
and to transform into polymeric materials.1–3 Recent
experiments4,5 have shown that, under appropriate control
of the experimental conditions, the reaction can proceed
along well-defined pathways, and high-quality (conforma-
tionally pure and crystalline) polymers can be obtained with
potentially interesting physical and chemical properties. In
the case of butadiene, the high-pressure polymerization of
the liquid, under laser irradiation, has been reported to
produce pure trans polybutadiene.4,6 It has also been reported
that the high-pressure polymerization of ethylene can result
in a fully crystalline high-density polyethylene,5 as revealed
by spectroscopic and X-ray diffraction characterization. It
has been shown that, when the compressed liquid monomer
reactants are laser-irradiated at appropriate wavelengths, the
pressure reaction threshold is quite significantly lowered, thus
opening perspectives of practical technological applications
of these novel synthetic procedures.

The mechanisms of high-pressure polymerization, and
more in general high-pressure reactions, are not completely
understood, even though some general concepts are well
established.1–3 In the first instance, high-pressure reactions

will be governed by geometrical constraints. In fact, at very
high pressures, significant potential barriers build up and
hinder the molecular mobility and reorientations, and reac-
tions involving minimum molecular displacements are
favored (topochemical principle).7 However, it is believed
that the leading factor determining the reaction pathway is
the substantial change of the electronic structure of the
reactants occurring at high pressure.8 This will include shifts
and broadening of the electronic energy levels and, conse-
quently, mixing of the ground and excited states and the
population of higher electronic states that can be efficiently
accomplished thermally. These effects can be conveniently
investigated by first principles molecular dynamics that
simultaneously considers the nuclear motion and the electron
density fluctuations. Polymerization reactions have been
deeply studied, mainly as catalytic processes,9–11 and re-
cently, also the problem of stereoselectivity has been modeled
using ab initio molecular dynamics.12

Previous Car–Parrinello molecular dynamics simulations
of reactions under high pressure13–16 have enlighted a few
problems. First of all, the computed pressure is higher than
the experimental counterpart due to the lack of long-range
dispersive contributions (negative), since this kind of interac-
tion is strongly underestimated by currently available ex-
change-correlation functionals in the generalized gradient
approximation framework.17 Furthermore, to observe a
reaction induced by pressure in the typical time scale of an
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ab initio simulation, the system is overpressurized to speed
up the process.

In the present work, we report on Car–Parrinello18

molecular dynamics simulation of the polymerization at a
high pressure of ethylene both in the liquid and in the solid
phase. This is an interesting study case for high-pressure
polymerization. In fact, while from the liquid,5 as mentioned
above, a linear polymer with no branching is obtained, the
reaction of the solid19 produces a substantially branched
polymer at higher pressures, thus exposing the effects of
geometrical constraints on the reaction mechanism. It will
be shown that, even if the size of the simulated sample is
small, the essentials of the high-pressure polymerization
mechanisms can be extracted from the simulation in good
agreement with experiments. In particular, it will be shown
that, in the crystal, the anisotropy of the compressibility is
responsible for the change from a linear to a nonlinear growth
of the polymer.

2. Computational Details

Ab initio molecular dynamics calculations have been per-
formed on ethylene samples in the liquid and crystal phases.
Calculations in the liquid were carried out in cubic boxes of
different sizes with 27 and 52 molecules to check for the
effects of the sample size. The two initial samples were
obtained by fully randomized samples obtained with classical
molecular dynamics for rigid molecules20 interacting with a
Buckingham potential.21 The ab initio simulations were
started with a box of 13 Å for the sample with 27 molecules.
Due to the higher memory requirements, the ab initio
simulation for the larger sample was started with an initial
box of 12 Å. In the case of the crystal, the initial simulation
box is made up of a 3 × 2 × 3 unitary monoclinic (P ) 20
bar; T ) 90 K; P21/n; lattice constants: a ) 4.613, b ) 6.610,
c ) 4.037 Å, � ) 94.54 °, Z ) 2)22 cell with 36 molecules.

All of the calculations have been carried out by using
BLYP23,24 functional in the framework of the Car–Parrinello
molecular dynamic method (CPMD).18,25 Periodic boundary
conditions (PBC) have been used. In order to check whether
the reaction mechanism is ionic or radicalic, the simulations
have been carried out with both the restricted and spin density
formalisms. In the latter case, the simulations have also been
repeated starting from a configuration close to the onset of
the reaction, performing a random initialization of the wave
function to prevent the electron coupling which could affect
the observed reaction mechanism. As in previous studies,15,26

a 40 Ry cutoff has been used for the plane-wave expansion
limited to the Γ point. In the case of the spin density
calculations in the crystal, the cutoff has been extended up
to 60 Ry. Norm conserving Martins-Troullier27 (radius )
1.0 au) and Car-von Barth28 pseudo-potentials have been
adopted for carbon and hydrogen atoms, respectively.

The evaluation of the pressure (calculated by using the
stress tensor) can be affected by a large uncertainty due to
Pulay forces effects, which are present in a variable-cell
simulation. Therefore, we found it more convenient to refer
to the volume or density of the simulated sample.

A thermal bath has been applied to the system by using
the Nosé-Hoover chain method.29–31 As usual, the bath

parameters have been chosen by a trial-and-error procedure,
after inspection of the power spectra of the atomic velocities
autocorrelation function, in order to ensure a good coupling
to the vibrational motions and a decoupling between
electronic and nuclear degrees of freedom.

In the case of the reaction in the crystal, the bath has also
been applied to the electrons (a bath frequency of 1500 and
4500 cm-1 has been chosen for the ions and the electrons,
respectively; a kinetic energy of 0.04 au, corresponding to
the average value of a simulation for unreacting crystals,
has been chosen for the electrons). The goodness of this
choice can be appreciated from Figure 1, showing that the
Hamiltonian does not change appreciably along the simula-
tion run even if the Kohn–Sham (KS) energy show a large
variation.

To facilitate the analysis of the reaction mechanism, the
simulations were performed in the NVT ensemble (T ) 300
K, bath frequency 400 cm-1, three thermostats). To compress
the system, simulations in the NPT ensemble were performed
(isotropic cell simulations with a cell mass of 1200 au) with
an increasing external pressure between subsequent NVT
simulations.

The various steps of the reaction pathway have been
characterized calculating the maximally localized Wannier
functions,32–34 which are obtained by minimizing the spread
of the Wannier functions (wn) in direct space:

S)∑
n)1

N

(〈wn|r
2|wn 〉 - 〈wn|r|wn〉

2) (1)

The implementation of this formula in the CPMD code is in
the reciprocal space:35

S) 2

(2π)2
∑

n

Nstates

∑
I

ωI(1- |zI,n|)+O[(2πĝI
t × H
T-1)2] (2)

zI,n )∫V
dr exp[iGI × r]|wn(r)|2 (3)

where H is the transformation matrix from the crystal-
lographic to the orthogonalized reference system and t, as

Figure 1. Evolution of the Kohn–Sham energy in the crystal
sample during the reaction.
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usual, indicates the transpose. The reciprocal vectors are GI

) 2π (H
T-1) t × ĝI, where ĝI represents the smallest

independent Miller indeces, and they are determined along
with their weights, ωI,35 by

∑
µ)1

3

H
T

Rµ
t H
T

µ� ) gR� )∑
I

ωIĝRIĝ�I (4)

In eq 4, ωI represents weights defined on the basis of the
crystal symmetry, and the index I runs to a maximum value
of 6 for triclinic crystals.

An analysis of the maximally localized Wannier functions
has been performed adopting both a spin density and a
restricted approach to verify that R and � spins were
characterized by the same center and to rule out the radicalic
mechanism.

3. Results and Discussion

3.1. Reactivity in the Liquid Phase. A major problem
in ab initio studies of polymerization reactions under high
pressure can be the dependence of the computed properties
on the small system size necessarily adopted in the simula-
tions. In particular, it is important to determine if and how
geometrical properties, dipole moments, reaction mecha-
nisms, and final products are affected by this parameter. To
this aim, two ethylene samples made up of 27 (sample A)
and 52 (sample B) molecules have been studied at the same
density. Initially, the conditions for reactivity of the smaller
sample A were found. The simulation box was compressed
to 8.99 Å a side, which corresponds to a density of about
1.97 g cm-1.

The reaction can be followed through the changes of the
KS behavior reported in Figure 2, sample A.

Initially, the KS energy is almost constant, indicating that
the system does not react. After 0.75 ps, an energy drop is
observed, but the reaction immediately stops and only after
a further 0.80 ps starts again, giving a polymeric chain. When
the KS energy of the B sample (Figure 2) is observed, the
absence of the initial plateau and an immediate energy drop
can be noted. This can be explained considering that the
polymerization reaction under high pressure is induced by
thermal fluctuations which become more probable upon
increasing the sample size. This leads to the hypothesis that,
when the sample size is increased, the reaction can occur at
lower densities. A simulation with the 52-molecule sample
has also been carried out at a density of 1.91 g cm-3 (box
side 11.27 Å; sample C). Also, in this sample, a reaction is
observed but the associated energy decrease is smaller than
for the other samples. In fact, in this case, the reaction
immediately stops. The explanation of this behavior will be
discussed in the following.

The compression procedure has been performed in steps.
After each compression step, the system has been studied at
constant volume. The data reported in the present work
represent a selection made of significant phase space points
to show the trend with increasing density. For sample A,
three points have been selected for densities where reactions
have not been observed (0.68, 1.47, and 1.72 g cm-3). The
fourth point (density of 1.97 g cm-3) corresponds to the

density where the reaction has been observed. For these
densities, the electronic density of states (EDOS) has been
calculated, and the results for sample A are shown in Figure
3. For the higher-density sample, the calculation of the EDOS
was reported before the occurrence of the first reactive event.

The EDOS has not been found to depend significantly on
the sample size, except for a normalization factor. It can be
seen from the figure that the EDOS continuously broadens
with increasing density, thus making the mixing of states
possible even by thermal fluctuations. At the highest density,
the appearance of states in the HOMO–LUMO gap can be
noted. It is to be stressed that these occupied and unoccupied
states appear before the occurrence of the first reactive event
and are essentially related to the strong molecular distortions
that occur in a prereactive system.

The changes in the electron distribution induced by the
pressure can be monitored by the electric dipole moment.
Since for the reaction mechanism the dipole moment before
the onset of the reaction is of interest, calculations were
carried only for samples A and C, where the reaction occurs
after a sufficiently long simulation time. The distribution of
the dipole moment is shown in Figure 4.

Figure 2. Kohn–Sham energy for three different samples.
Parts A, B, and C (see text) go from top to bottom. Samples
A and B show more evident drops in energy, corresponding
to different reaction events occurring in the sample.

Figure 3. Kohn–Sham eigenvalues for decreasing cell size.
The size of the cubic box for samples with 27 molecules from
the bottom to the top are 12.8, 9.93, 9.42, and 8.99 Å.
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The small difference between the two samples should not
be ascribed to their size but rather to the different densities.
The charge separation effect and transformation of an initially
apolar into a polar molecule is a typical response of a system
to pressure since this ensures a closer packing of the units
(electrostriction). The present results confirms previous
observations in high-pressure simulations of propylene26 and
butadiene.15 The sample polarization suggests that the high-
pressure polymerization mechanism is ionic. This conclusion
is reinforced by the calculation of the centers of the
maximally localized Wannier functions as shown in Fig-
ure 5.

The generation of a molecular dipole moment implies a
transient geometrical deformation anticipating the change
from sp2 to sp3 hybridization of the C atoms. This intermedi-
ate transformation preceding the reaction is independent from
sample size. As shown by Boero et al.12 in their study of
propene polymerization, the use of Wannier function centers
(WFC) is very useful to depict the reaction mechanism with
the breaking and forming of chemical bonds.

As to the reaction products obtained in the simulation, we
focus the discussion on the samples at higher density (A and
B). Only a linear head-to-tail condensation of the monomeric
units is observed. This is a relevant result since it is in
agreement with experimental findings,5 showing that the
high-pressure polymerization of liquid ethylene produces a
linear polymer and, under laser irradiation, even a completely
crystalline material. The termination of the chain growth
invariably occurs with the formation of -CHdCH2 and
CH3-CH2- end groups, which implies an intramolecular
hydrogen transfer in the forming oligomer. At the end of
the simulation, 44% and 38% of the molecules have reacted

in samples A and B, respectively. As a matter of fact, in
several experiments, it has been found that at any given
pressure the reaction may proceed only incompletely.2 The
incomplete sample transformation should most likely be
ascribed to the drop, as the reaction proceeds, in pressure
below a reaction threshold. This has been confirmed by a
constant pressure simulation on one of the samples with 27
molecules where the reaction further proceeded with the
formation of longer chains, and when the simulation was
completed, the final products contained a chain with 18 and
a chain with 16 carbon atoms, with two smaller oligomers
(with four and six C atoms) and only five unreacted
molecules. No attempts have been made to check the stability
of these chains upon relaxation of the pressure since the
molecules obtained appear to be stable species and, further-
more, the molecules extend through the PBC, and this can
give rise to spurious effects when a decompression is
performed.

Considering the reaction products in more detail, in sample
A, two pentamers and one dimer are obtained, while in
sample B a decamer, a pentamer, a trimer, and a dimer are
produced. In the case of sample C, only the formation of a
linear trimer (1-hexene) is observed. This simply implies that
in this case the sample density is very close to the reaction
threshold.

3.2. Reactivity in the Crystal. The molecular dynamics
simulation shows that upon applying pressure the compress-
ibility of the ethylene crystal is highly anisotropic. At the
end of the NPT simulation, a final volume of 800 Å3 (the
simulation cell parameters are 9.825, 8.7, and 9.375 Å and
� ) 93.4°) was reached with a contraction of the b axis by
34.2% in comparison with a contraction by 29.3% and 22.5%
for the a and c axes, respectively. The high-pressure structure
is however still monoclinic with only a small variation of
the � angle. The shortest intermolecular C-C distance
between equivalent molecules is initially along the a axis
and, from the initial value of 3.66 Å, reduces to 2.36 Å,
whereas the shortest C-C distance between nonequivalent
molecules reduces to 2.567 Å from 3.88 Å. These short
intermolecular distances will allow a very fast reaction
induced by thermal motion.

The high-pressure structure was the starting configuration
for a subsequent NVT simulation. After 0.5 ps, a large single-
step variation of the Kohn–Sham energy is observed and a
reaction occurs involving two steps. First, a dimer is formed,
and later, there is a growth of the chain. Initially, the reaction
involves molecules on equivalent sites along the a crystal-
lographic axis, leading to the formation of linear chains. In
a later stage, nonequivalent molecules in the unit cell also
participate in the reaction, with the formation of a branched
polymeric chain. This result is in very nice agreement with
experiments at high pressures (3.5 GPa)19 showing, by a
kinetic analysis according to Avrami’s law,36,37 that the
polymer growth is linear in the initial stages and becomes
nonlinear at later stages. In Figure 6, a snapshot of the
simulation is reported, showing the formation of a linear and
a branched polymeric chain. The two chains are longer than
the simulation box parameters and therefore propagate
through the periodic boundary conditions; this can be a

Figure 4. Molecular dipole distribution calculated before
reaction in the A (red) and C (blue) samples.

Figure 5. Reaction mechanism for the formation of a trimer.
The small spheres depict the position of the WFCs.
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source of spurious effects if the stability of the chains is
studied upon relaxation of the pressure.

An indication of the electronic reorganization and of the
reaction mechanism is obtained from the Wannier functions.
In Figure 7a, a molecular orbital localized on the ethylene
molecules on equivalent sites is represented. The orbital
shows the presence of electron density between neighboring
carbons laying along the same axis. This behavior represents
an explanation for the formation of the linear chains. In fact,
from a configuration of the crystal before the reaction occurs
(see Figure 7b), it is possible to note once again the presence
of this orbital (even if at higher energy). However, the
electron density is localized also between two carbon atoms
of ethylene molecules in nonequivalent sites. This allows
for the propagation of the reaction along two different
selected directions and determines the formation of branched
chains. The above outlined mechanism can be considered
typical of a crystal and can be attributed to collective motions
of the molecules; this make this reaction mechanism quite
different from the one described in the disordered system.

4. Conclusion

The reaction of ethylene induced by pressure has been found
to proceed by an ionic mechanism and to be induced by
thermal fluctuations. This suggests that the reaction can be
obtained after the same short time at lower densities using
larger samples with respect to those employed in this work.
As expected, the KS density of states has been found to be
strongly modified at high densities. The reactive system is
characterized by a strong reduction of the HOMO–LUMO
gap and a collapse of the higher occupied states in only one
band. The molecules under high pressure are strongly
deformed and show appreciable dipole moments supporting
the electrostriction interpretation of the sample response to
pressurization and an ionic reaction mechanism.

In the liquid, the formation of only linear polymeric
chains is observed, in nice agreement with experiments.
The length of the chain is limited by the reduction of
pressure due to the condensation of the monomeric units
and by the sample size. In the crystal, the anisotropy of
the compressibility is evidenced, and the shortest C-C
intermolecular contacts along the a axis and along the unit
cell diagonal become comparable. As a consequence, the
reaction in the solid proceeds in two steps. Initially, the
polymerization along the a axis produces linear chains,
but in a second stage, the onset of condensation along
the diagonal leads to branched chains. The close agreement
with experiments shows that the use of ab initio simula-
tions in the Car–Parrinello approach is a quite reliable

method to study the mechanism of this kind of reaction
at high pressures.

In both systems studied by the analysis of the Wannier
centers and the KS eigenvalues, it has been possible to rule
out the radicalic mechanism under the thermodynamic
conditions examined. The ionic mechanism has been found
as in previous simulations on similar systems.14,15 In the
crystal, the polymerization occurs with a collective motion
of the molecules.
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Figure 6. Linear and branched chains obtained in the high-
pressure reaction simulations in crystalline ethylene.

Figure 7. Bonded localized Wannier orbital (a) in the crystal
at high pressure and (b) before the reaction starts.
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Abstract: We developed molecular models describing the thermally initiated motion of nanocars,
nanosized vehicles composed of two to four spherical fullerene wheels chemically coupled to a
planar chassis, on a metal surface. The simulations were aimed at reproducing qualitative
features of the experimentally observed migration of nanocars over gold crystals as determined
by scanning tunneling microscopy. Coarse-grained-type molecular dynamics simulations were
carried out for the species “Trimer” and “Nanotruck”, the simplified versions of the experimentally
studied nanomachines. Toward this goal, we developed a version of the rigid body molecular
dynamics based on the symplectic quaternion scheme in conjunction with the Nose-Poincare
thermostat approach. Interactions between rigid fragments were described by using the corrected
CHARMM force field parameters, while several empirical models were introduced for interactions
of nanocars with gold crystals. With the single adjusted potential parameter, the computed
trajectories are consistent with the qualitative features of the thermally activated migration of
the nanocars: the primary pivoting motion of Trimer and the two-dimensional combination of
translations and pivoting of Nanotruck. This work presents a first attempt at a theoretical analysis
of nanocars’ dynamics on a surface by providing a computationally minimalist approach.

Introduction

Fullerene-based nanometer-sized molecular structures, called
nanocars, which have demonstrated a wheel-like rolling
motion along metal surfaces,1–3 are among the artificial
molecular systems that mimic some of the properties of
biological molecular motors. The latter include active enzyme
molecules that move progressively along such tracks as
protein filaments or nucleic acids by transforming chemical
energy into mechanical work.4 Nanocars are single-molecule
vehicles composed of two to four spherical fullerene wheels
that are chemically coupled to a planar chassis and sometimes
bearing a loading bay. Their thermally initiated migration

on the surface of gold crystals was determined by scanning
tunneling microscopy techniques.3

To support the eventual goals of these studies, specifically
the understanding and control of surface transport by such
entities, it is important to develop theoretical models of
nanocars and explore modern computational approaches for
detailed analyses of their motion. Molecular dynamics (MD)
simulations provide a convenient tool for the investigation
of such complex dynamic systems. Theoretical computations
are supposed to reproduce the observed features of the
thermally activating surface movements of nanocars.2,3

According to these experimental findings, a four-wheeled
nanocar remained stationary on the gold surface up to 170
°C, and as the temperature increased to 200–225 °C, the
molecule began to move in two dimensions (2D) through a
combination of both translation and pivoting. When a three-
wheeled nanocar was heated to 225 °C, only occasional
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surface diffusion was observed, and the majority of motion
was pivoting in space around a central pivot point. The MD
models that are capable of replicating these physical move-
ments may be used in the future to understand and optimize
the fabrication of the next generation of nanocars.

In this work, we consider two hydrocarbon analogs of
fullerene-based nanocars originally designated3 as “Trimer”
(a three-wheeled vehicle) and “Nanotruck” (a four-wheeled
vehicle). The panels of Figure 1 illustrate the models,
showing chemical structures of the parent nanocars in the
insets and the corresponding analogs considered here and
shown in ball-and-stick representations. Starting with the
structures of the experimentally studied species3 (insets in
Figure 1), we introduced simplifying modifications to the
molecular structure in order to reduce computational ex-
penses in this first attempt to model nanocar dynamics.
Specifically, we kept the alkynyl connectors (-CtC-) to
the fullerene wheels, but we replaced the other alkynyl
moieties with direct aryl-aryl linkages. As discussed below,
we maintained the rigidity of the parent chassis (insets in
Figure 1) by using the rigid body MD simulations. The most

significant features of the parent nanocars, the rolling motion
of the wheels, should be the same in our model vehicles.

For simulations of the thermally activated surface transport
of the nanocar models, we applied an original version of
the rigid-body molecular dynamics, an extension of the
previous approach.5 This method allowed us to concentrate
on the most essential dynamical features of nanovehicles on
the surface: the wheels were allowed to rotate, but the wheels
and chassis were represented by rigid fragments. As shown
in Figure 1, four rigid fragments (three wheels and a chassis)
were assumed for Trimer, and five rigid fragments (four
wheels and a chassis) were considered for Nanotruck.
Application of rigid-body MD helped us to drastically reduce
an array of internal coordinates, to simplify forms of
interaction potentials, to decrease the amount of potential
parameters, and to afford fairly long MD trajectories.

In preliminary steps, we implemented and tested several
algorithms of rigid-body MD in the canonical ensemble
(NVT) and found that the symplectic quaternion scheme
described, in particular, by Miller et al.,6 in conjunction with
the Nose-Poincare thermostat approach,7 was an optimal
choice for constant temperature molecular dynamics calcula-
tions of nanocars. It should be noted that, in this work,
similarly to other molecular dynamics investigations, we did
not study how the presence of a thermostat influences the
dynamics of nanocars.

All MD runs were performed for an integration time step
of 1 fs. The trajectories were typically about 5 ns lengths.
Interactions between rigid fragments were modeled by the
site–site potential composed of the Lennard-Jones and
Coulomb functions in eq 1.

ER� )∑
i∈ R

∑
j∈ �

{ 4εij[(σij

rij
)12

- (σij

rij
)6] + qiqj

rij
} (1)

Here, i and j are the indices of atoms belonging to fragments
R and �, respectively, rij is the distance between atoms i
and j, and qi and qj are partial charges on the respective
atoms. Potential parametrization was basically consistent with
the CHARMM27 force field8,9 but corrected in this work as
explained below. The hydrogen atoms were assigned to type
HA(1) with the parameters ε ) 0.022 kcal/mol and σ ) 1.32
Å; the carbon atoms were assigned to type CA(11), except
those connecting fullerene wheels with the chassis (see Figure
2). For the latter, type CC(12) was assumed. The Lennard-
Jones parameters of all carbon atoms were taken as ε ) 0.070
kcal/mol and σ ) 1.9924 Å. The partial charges on atoms
were determined in ab initio quantum chemical calculations
in the RHF/6-31G** approximation by using the PC
GAMESS program10 as the Mulliken charges for the
compounds benzene, biphenyl, biphenylacetylene, and phe-
nylfullerenylacetylene, occurring as fragments of model
nanovehicles (Figure 1). The atom types and computed partial
charges are shown in Figure 2. The remaining fullerene
carbon atoms were assumed to be CA(11)-type atoms with
zero partial charge.

The parameters required for the bonded interactions when
using the CHARMM force fields were selected as follows.
For the CA(11)-CC(12) stretching term: kb ) 320.0 kcal/
mol and r0 ) 1.400 Å. For the CA(11)-CC(12)-CA(11)

Figure 1. Molecular models of nanocars used in molecular
dynamics simulations: (a) Trimer and (b) Nanotruck. The
insets show chemical structures of the parent nanocars.3

Partitioning the molecules into rigid fragments (four for Trimer
and five for Nanotruck) is clarified by the red lines.
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bending term: ka ) 40.0 kcal/mol and θ0 ) 170.0°. For the
CA(11)-CC(12)-CC(12) bending term: ka ) 40.0 kcal/mol
and θ0 ) 120.0°. The torsional terms were excluded because
of their negligible contribution to the total energy. Some
precautions were introduced to the computer code for
the bending potential in order to exclude singularities of the
potential when the CA(11)-CC(12)-CC(12) angle ap-
proached 180°. We verified that such a constructed total
interaction potential was consistent with the small rotational
barrier (1.0 kcal/mol) of the fullerene-wheel structures
without a surface, as estimated in ref 3.

Several models have been considered for the nanocar-
surface interaction potentials assuming that each atom of a
nanocar experiences an external force from the resting metal.
All models are based on the pairwise 12–6 Lennard-Jones
potential function in eq 2:

EW ) 4ε[(Fd)12
- (Fd)6] (2)

where d is the distance from a particular atom of a nanocar
to a specific point in the metal. We considered parameters
of these interaction potentials close to the values reasonable
for a description of the gold crystals. In particular, the lattice
parameter a ) 4.07 Å was taken from the fcc gold lattice.11

We found in preliminary calculations that the geometry
parameter F in eq 2 did not strongly affect the essential
features of nanocar dynamics. Therefore, we selected the
value corresponding to the gold van der Waals atomic radius
1.66 Å.11

The most uncertain parameter in eq 2 is the potential well
depth ε. An initial selection was the value 0.47 kcal/mol
corresponding to the molecular mechanical parameters of
metals (Ca2+, Ba2+) from the AMBER force field set;12

however, we allowed its large variations within 2 orders of
magnitude, from 4.7 to 0.094 kcal/mol. In recent MD
simulations of gold nanoparticles inside carbon nanotubes,
Schoen et al. used the 12–6 Lennard-Jones potential function
with parameters ε ) 0.3 kcal/mol and F ) 3 Å for
interactions between gold and carbon atoms, conditions
reasonably consistent with our choice. Narrowing the range
of the suitable values of ε and better theoretical justification
of ε are subjects of our current work.

Within the simplest Model-W, each atom of a nanocar
interacts with a structureless metal surface (or with a rigid

wall) calculated by the potential (eq 2), where d is the
distance from an atom to the surface plane. Correspondingly,
the only nonzero components of forces acting on the
machine’s atoms are directed along the normal to the surface.
Summation over all atoms of a vehicle defines a total
interaction potential EW. As discussed below, this model is
capable of explaining the thermal activation of Trimer’s
pivoting but fails to describe translations of Nanotruck.

The more advanced Model-L assumes certain features of
a lattice atomic structure of metals. When this model is
applied, the current coordinates of a nanocar’s atom are
projected on the surface plane, and the nearest to this point
from the surface atom of the fcc lattice serves as a reference
node to construct the interacting shell. To this end, several
(9 or 25) nearest lattice points from the surface layer and
from the one underneath the surface contribute to the
interaction potential calculated as a sum of the terms defined
by eq 2. The procedure is repeated for all atoms of a nanocar.
This is the most computationally expensive approach for
molecular dynamics calculations.

Model-P takes into account the 2D periodicity of the
surface potential. The corresponding total potential EP acting
on a nanocar is related to the wall-like potential EW by eq 3:

EP(x, y, z)) f(x, y) EW(z)

f(x, y)) f(x+ na, y+ma)

f(x, y)) 1+
[sin2(πx

a )+ sin2(πy
a )]

2

(3)

where coordinates z are counted along the normal to the metal
surface, coordinates x and y are in the surface plane, n and
m are integers, and a is the lattice parameter. Application of
this model allows us to qualitatively describe the translational
motion of nanocars.

We also considered a model accounting for charge
polarization of the metal. In this approach, we introduced,
for each atom with a nonzero partial charge in the nanocar’s
structure, its image inside the metal with a charge of the
opposite sign. Then, the Coulombic contributions from the
nanocar-metal interactions were added to the total interac-
tion potential EW. Since no noticeable improvements over
other models were found, we do not further discuss the results
of this approximation.

The most essential results of MD simulations are as
follows. In complete accord with experimental observations,2,3

pivoting around the central point was the primary movement
for Trimer. With Model-L, surface rotations mixed with weak
displacements of Trimer were observed. At temperatures
lower than 300 K (27 °C), the nanocar remained stationary;
at T ) 400 K (127 °C), the mobility was initiated, and at T
) 500 K (227 °C), we could observe an apparent rotational
rolling motion. The sensitivity of the results to the parameter
ε of eq 2 is demonstrated in Table 1. These data show that
surface dynamics of model nanocars depend on the param-
eters of this simple potential (eq 2) in a complicated fashion;
we do not observe monotonous behavior of the computed
trajectories by varying ε.

We illustrate the pivoting motion of Trimer on the gold
surface in Figure 3 as well as in the animated movies

Figure 2. An assignment of the atoms in the model nanocars
(Figure 1) to the CHARMM force field types and their partial
charges as computed by ab initio calculations in this work.
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presented as Supporting Information: trimer_300K.avi (T )
300 K) and trimer_500K.avi (T ) 500 K). These data refer
to simulations with Model-L with the potential parameters
F ) 1.66 Å, a ) 4.07 Å, and ε ) 4.7 kcal/mol. Application
of Model-P permits the observation of a combination of
strong rotations and non-unidirectional displacements of
Trimer along the surface.

If we define the rotational velocity, krot, of Trimer as the
ratio of the (noninteger) number of rotation circles (for
example, 5.5 at T ) 600 K) to the trajectory length (5 ns)
and assume the temperature dependence of the rotational
velocity in the Arrhenius form (eq 4):

krot )A e-
Ea

RT (4)

then plotting the values krot versus T-1 (300 K e T e 800
K) allows us to estimate the slope of the graph and, therefore,
an activation energy barrier Ea for thermally driven Trimer
rotation. With the trajectories of Model-W, such an estimate
results in Ea values between 3 and 4 kcal/mol.

For the four-wheeled Nanotruck, an application of Mod-
el-W was an unsuccessful attempt to detect the 2D movement
of the vehicle. However, applications of Model-P or the more
expensive Model-L allowed us to observe a combination of
both translation and pivoting. Within the latter models, the
use of potential parameter ε ) 4.7 kcal/mol in eq 2,
corresponding to the strongest interaction of Nanotruck with
the metal surface, precluded migration of the nanovehicle
even at higher temperatures (400 and 500 K). For the smaller
values of ε, a desired type of motion (two-dimensional
combination of both translation and pivoting) could be
observed. We illustrate the movement of Nanotruck on the
gold surface in Figure 4 as well as in the animated movies

in the Supporting Information: ntruck_300K.avi (T ) 300
K) and ntruck_500K.avi (T ) 500 K). These data refer to
simulations with Model-L with the potential parameters F
) 1.66 Å, a ) 4.07 Å, and ε ) 0.47 kcal/mol.

In Figure 5, we show a typical 2D trajectory of Nanotruck
at T ) 500 K as computed with Model-L with the potential
parameter ε ) 0.47 kcal/mol. According to these MD
simulations, the nanovehicle can experience large-scale
migrations, especially compared to its size, shown in green
in Figure 5.

Our results indicate that lattice structure and periodicity
of the surface play a critical role in the dynamics of thermally

Table 1. Dependence of the Mode of Surface Movement of Trimer (Figure1a) on the Parameter ε of Potential eq 2a

temperature, K ε ) 4.7 kcal/mol ε ) 0.47 kcal/mol ε ) 0.094 kcal/mol

300 weak rotation, no displacement no rotation, no displacement weak rotation, weak displacement
500 rotation, no displacement weak rotation, weak displacement rotation, displacement
600 rotation, no displacement

a Other parameters of potential eq 2 are as follows: F ) 1.66 Å and a ) 4.07 Å.

Figure 3. The pivoting mode of surface movement of Trimer.
The animated movies are presented in the Supporting
Information (trimer_300K.avi and trimer_500K.avi).

Figure 4. The mode of surface movement of Nanotruck. The
animated movies are in the Supporting Information (ntruck_
300K.avi and ntruck_500K.avi).

Figure 5. Two-dimensional trajectory of Nanotruck in the
surface plane (X,Y) as computed with Model-L at T ) 500 K.
The shape of the moving molecule is shown for comparison
in green.
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driven nanocars. This suggests the following mechanism of
transport: nanocars are bound to the surface by strong bonds
(covalent or electrostatic), and they move along the surface
by overcoming the barriers with the help of thermal fluctua-
tions; that is, the dynamics of nanocars are an activated
process. The experimentally determined existence of a
temperature threshold below which no motion is observed,
and the strong temperature dependence of the dynamics,
supports the computational findings here.

To summarize the results of this work, we emphasize that
molecular models have been developed for surface-moving
analogs of fullerene-based nanocars, which successfully
reproduce experimentally observed2,3 thermal activation and
dynamical features of the nanovehicles. This paper presents
a first attempt in the theoretical analysis of these complex
systems by providing a computationally minimalist approach
that allows one to understand the essential features of nanocar
dynamics upon a surface. Our theoretical analysis suggests
that the dynamics of nanocars is an activated process that
strongly depends on the structure and periodic properties of
the surface. In addition, we provide an estimate for the
activation energy of thermally driven rotation of Trimer (3–4
kcal/mol) that can be measured in experiments to test the
validity of our approach.
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Abstract: This study compares the performance of four implicit solvent models in describing
peptide aggregation. The solvent models are the effective energy function-1 (EEF1) and three
generalized Born (GB) models: one following the original implementation of Still (GB1), the
analytical continuum electrostatics (ACE) potential, and GB with “simple switching” (GBSW).
For each solvent model the first step of aggregation, namely dimerization, is investigated for
the KFFE peptide, which is one of the shortest peptides known to form amyloid fibrils in vitro.
Using basin-hopping for global optimization and replica exchange molecular dynamics simula-
tions, we conclude that of the four solvent models considered, the EEF1 potential provides the
most reliable description for the formation of KFFE amyloid precursors. It produces results that
are closest to the experimental findings of a partial �-strand conformation for the KFFE peptide
in solution along with the formation of fibrils exhibiting antiparallel �-strand structure. The ACE
and GB1 potentials also show a significant �-propensity for the KFFE peptide but fail to produce
stable KFFE dimers. The GBSW potential, on the other hand, supports a very stable antiparallel
dimer structure, but in a turn rather than a � conformation.

1. Introduction

Implicit solvent models are based on the assumption that
ensemble averages of interactions between the solute and
explicit solvent molecules can be approximated by a mean
field formalism, which is expressed as a function of the solute
configuration alone. Explicit solvent molecules can then be
omitted, thereby reducing the computational cost due to the
reduced system size and the absence of solvent relaxation.
Several approaches exist to describe the solute-solvent
interactions by their mean field behavior. In many of these
models the solvation free energy, ∆Gsolv, is decomposed into
electrostatic (el) and nonpolar (np) contributions, ∆Gsolv )
∆Gel + ∆Gnp. The nonpolar contribution to ∆Gnp includes
the energetic penalty for forming a cavity in the solvent and
the solute-solvent van der Waals (vdW) dispersion interac-
tions.1 In most implicit solvent models ∆Gnp is treated
entirely empirically by approximating it as product of the
solvent-exposed surface area of the solute and a phenom-
enological surface tension coefficient. For the calculation of
the electrostatic contribution the solvent is treated as a

homogeneous, high-dielectric medium, which surrounds the
cavity containing the low-dielectric solute with explicit
charges at the atomic centers. The Poisson–Boltzmann (PB)
equation provides a rigorous formulation for the calculation
of ∆Gel and can be solved numerically for the electrostatic
potential throughout space. However, the cost involved in
obtaining accurate PB results and the difficulties in obtaining
continuous first derivatives have limited the application of
PB theory in biomolecular simulations; in most applications,
the method is used as a benchmark for other implicit solvent
models.

An alternative approach is provided by the generalized
Born (GB) formalism, which is based on the same continuum
electrostatic model for the solvent as the PB theory, but is
computationally more efficient and can reproduce the PB
results accurately. The starting point is the Born formula,

∆Gel )-τq2

2R
with τ) 1

εp
- 1

εs
(1)

which is the analytical solution of the PB equation for a
single charge q in a sphere of radius R with (low) dielectric
constant εp, embedded in a solvent with (high) dielectric* Corresponding author. E-mail: dw34@cam.ac.uk.
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constant εs. In the GB model, this formula is generalized
for a polyatomic system occupying a more complex shape.
One of the most reliable and widely used GB formulations
is that of Still et al.,2

∆Gel )- τ
2∑i,j

qiqj

√rij
2 +Ri

GBRj
GB exp(-rij

2/4Ri
GBRj

GB)
(2)

where rij is the distance between atoms i and j, qi and qj are
their respective charges, and Ri

GB denotes the effective Born
radius. The Born radius can be understood as the distance
from an atom to the dielectric boundary, and successful
application of the GB model depends upon an appropriate
evaluation of this quantity. In most GB methods the so-called
Coulomb field approximation (CFA) is invoked, which is
exact for a charge in the center of a spherical cavity and
assumes that the dielectric displacement is Coulombic in
form and remains so even when the external dielectric is
altered in the solvation process. The CFA allows us to
calculate the self-electrostatic energy, ∆Gel,i, of atom i, and
comparison with the Born equation (1) results in

1

Ri
GB

)-
2∆Gel,i

τq2
) 1

Ri
- 1

4π ∫solute,r>Ri

1

r4
dV (3)

where Ri is the atomic radius, e.g., vdW radius, used to define
the solute cavity filling the volume V, over which the integral
is calculated.

Most of the GB methods differ in how the volume integral
in eq 3 is calculated. It can be approximated as a discrete
sum of overlapping spheres3–6 or Gaussians7 or by carrying
out the integration numerically, either by reformulating the
volume integral into a surface integral,8 using a cubic
integration lattice,9 or employing integration techniques
adapted from density functional theory.10 The success of a
GB model in reproducing PB results depends on how the
solvent boundary at the molecular surface is defined for the
evaluation of the volume integral, and various improvements
addressing this issue have been proposed in recent years.5,11

Another limitation of GB models, which might lead to
deviations from the PB result, is the CFA, which is not valid
for charges in nonspherical cavities. In the latest GB models,
empirical higher-order correction terms that extend eq 3
beyond the CFA have been suggested, and it was shown that
this approach further improves the solvation energies.6,10,12,13

In this study, we investigate the performance of
three different GB models, which are implemented in
CHARMM.14 Two of them, called GB115 and ACE,7 use
the pairwise summation of atomic volumes to approximate
the volume integral (3), while the third, GBSW,11 employs
a direct evaluation of the molecular volume. Alternative
implicit solvent models concentrate on the screening of
electrostatic interactions in the solute due to solvation. One
of these methods is the effective energy function EEF1,
which is also implemented in CHARMM and modulates the
screening as a function of the solvent-excluded volume. The
EEF1 solvation model is also considered in the present
contribution.

Implicit solvent models have been used successfully for a
variety of applications, such as distinguishing native and
near-native structures from nonnative decoys16–21 and study-
ing polypeptide folding and unfolding in atomic detail.22–24

In recent years, there have also been a number of comparative
studies of the various implicit solvent models aiming to
identify their advantages and limitations for particular
applications. The outcome of these studies is as different as
the systems investigated and it seems that, at least for the
moment, no single model performs best in all situations.
Steinbach, for instance, found that EEF1 performed better
than ACE and the surface-area model SASA25 in identifying
near-native states for the three peptides trp-cage, BS1 and
U(1-17)T9D.21 Stultz concluded that only the explicit solvent
model TIP3P26 was able to correctly predict the experimental
end-to-end distance distribution for a twelve-residue peptide
from rat tyrosine hydroxylase, while none of the implicit
solvent models EEF1, ACE, GB1, and SASA were success-
ful.27 Huang and Stultz investigated whether the three
implicit solvent models EEF1, GB1, and GBSW could
reproduce the set of potential energy minima obtained from
explicit solvent simulations with the TIP3P water model for
the six-residue peptide PHF6.28 They concluded that all three
implicit solvent models were in good agreement with the
results from explicit solvent simulations and that EEF1
provided the best representation of the most favored con-
formations. However, in an assessment of various implicit
solvent models for the description of peptide-surface
interactions, EEF1 performed badly and ACE was best when
compared to results obtained from density functional theory
combined with the self-consistent reaction field implicit
solvent model.29

The objective of the present work is to compare the results
for EEF1, ACE, GB1, and GBSW when applied to peptide
aggregation. To this end, we consider the tetrapeptide KFFE,
which is one of the shortest peptides known to form amyloid
fibrils in vitro.30 In this study, we focus on the first step in
the aggregation process, namely dimerization. In a study by
Baumketner and Shea,31 this process was investigated using
the GB1 solvent model and compared to experiment.30 In
other simulations the formation mechanism of larger KFFE
oligomers, ranging from tetramers to heptamers, was ana-
lyzed in detail using a combination of all-atom molecular
dynamics (MD) simulations in explicit solvent and the
activation-relaxation technique coupled with a coarse-grained
potential.32–35 The focus of the current work, however, is
not to investigate the mechanism of dimerization but rather
to study the influence of the potentials on the conformations
of the dimer. Implicit solvent models have already been used
in simulations examining the process of oligomer formation
of amyloidogenic peptides,31,36–39 but we are not aware of
any study that has checked whether implicit solvent models
are capable of capturing the correct mechanistic details and
oligomeric structures. Compared to investigations of the
conformational equilibria of a single peptide, simulations of
peptide oligomerization entail an additional layer of com-
plexity. Not only do the solvation forces and intramolecular
forces have to be represented correctly but intermolecular
forces come into play. In this sense, the KFFE peptide is an
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interesting test case, since it is short with opposite char-
ges at the termini, leading to strong competition between
Coulomb interactions within the peptide, between the pep-
tides, and between the peptide and the solvent. In addition,
the two middle residues of KFFE are aromatic and hydro-
phobic and, hence, probably promote the dimerization as a
result of hydrophobic and π-π interactions. Such competing
forces all have to be accounted for in the potential and any
imbalance is likely to be particularly noticeable for relatively
short and highly charged peptides.

To assess the performance of the four implicit solvent
models in question in describing the aggregation of KFFE,
we used basin-hopping40–43 (BH) global optimization and
replica exchange molecular dynamics44 (REMD) to explore
the energy landscape of the KFFE monomer and dimer. In
the next section, more details of the BH approach and REMD
are provided, followed by the results, which vary significantly
between the implicit solvent models. Our discussion focuses
on the origin of these differences and points out possible
opportunities for improvement. In Appendix A, we describe
the solvent models, and in Appendix B, we outline the details
of a REMD simulation using explicit TIP3P water,26 which
we have performed for comparison. In Appendix C, we
discuss problems regarding the numerical convergence that
we encountered during calculations with the GBSW implicit
solvent model.

2. Methods

Experimentally,30 the KFFE peptide has charged termini,
NH3

+-Lys-Phe-Phe-Glu-COO-, and we performed simula-
tions of the corresponding system using the CHARMM
software (version c31a2).14 Four implicit water models,
EEF1,45 ACE,7 GB1,15 and GBSW11 were used in combina-
tion with three protein empirical potentials. The united-atom
CHARMM19 parameters46 were employed for the ACE and
GB1 solvent models, a modified version of CHARMM19
was used with the EEF1 solvent model,45 and the all-atom
CHARMM22 potential47 along with the CMAP modifica-
tions48–50 was employed for the GBSW solvent model. These
three choices will be referred to as C19, C19E, and C22,
respectively. The four implicit solvent models are described
in detail in Appendix A.

2.1. Basin-Hopping Global Optimization. The basin-
hopping (BH) approach to global optimization40–43 can be
viewed as a generalization of the Monte Carlo plus energy
minimization procedure of Li and Scheraga.51 Moves are
proposed by perturbing the current geometry and are accepted
or rejected based upon the energy difference between the
local minima obtained following minimization from the two
instantaneous configurations. In effect, the potential energy
surface is transformed into the basins of attraction43,52,53 of
all the local minima, so that the energy for configuration r
is

Ẽ(r))min{E(r)} (4)

where min denotes minimization. Large steps can be taken
to sample this transformed landscape, since the objective is
to step between local minima. Furthermore, there is no need
to maintain detailed balance when taking steps, because the

BH approach attempts to locate the global potential energy
minimum and is not intended to sample thermodynamic
properties. Basin-hopping has already been employed to find
the global minimum of peptides and proteins.54–60 The moves
for perturbing the current geometry of the KFFE peptides
were taken in the dihedral angle space φ and ψ.61 A number
of these backbone dihedrals were selected and then twisted
by a maximum angle, which was initially set to 30°. To select
the dihedrals, we followed earlier work61 and chose different
twisting probabilities depending on the position along the
peptide chain. The relative probabilities were highest for the
two ends of the chain, lowest for the middle of the chain,
and varied linearly between the ends and the middle. The
probabilities for the ends and the middle of the chain were
set to 0.4 and 0.2 for all BH runs.

Since one objective of this study was to find the global
potential minimum for dimers, rigid body moves for whole
peptide chains were implemented within the BH algorithm.
The simplest of these moves were rigid body translation and
rotation of one peptide chain, rotating around the local center
of mass. Rigid body moves were performed every 10 or 20
BH steps. In most basin-hopping runs, the maximum values
for translation and rotation were initially set to 1.0 Å and
60°, respectively. However, all move sizes for rigid-body
and dihedral-angle moves were automatically adjusted every
50 steps during each BH run to produce an average
acceptance ratio of 0.3. To further increase the efficiency of
the BH algorithm for peptide oligomers, we also imple-
mented a so-called internal rigid body move. The idea is to
randomly select one of the four possible end-to-end vectors
between the two peptide chains, rotate one of the peptides
around it through a random angle, and rescale the end-to-
end distance by a random factor within user defined limits.
Because this type of move generally leads to a substantial
change in geometry, it was only applied every 100 to 500
BH steps. Furthermore, it is very likely that after such an
internal rigid body move the energy of the new local
minimum will be much higher than that of the original
minimum. If the energy exceeded a user defined value, the
step was rejected and a fresh internal rigid body move was
attempted until an acceptable move was found. For the
resulting geometry small rigid body translation and rotation,
as well as dihedral moves, were applied for a fixed number
of steps between 100 and 200, without employing the
acceptance criterion, to allow the dimer to relax. If a suitable
minimum was found, the previous minimum was replaced
with it; if it was not, the geometry was reset to the structure
from which the internal rigid body move was initiated.

2.2. Replica Exchange Molecular Dynamics. We used
replica exchange molecular dynamics (REMD),44 as imple-
mented in the MMTSB tool set,62 to explore the conforma-
tional space of the KFFE dimer modeled with each of the
CHARMM force fields and solvent models. In the REMD
protocol multiple simulations of the same system (replicas)
are run simultaneously at different temperatures. Every τ time
steps an attempt is made to swap temperatures between two
different replicas i and j. The exchanges are accepted with
probability min{1, exp(-∆)}, where ∆ ) (1/kBTi - 1/kBTj)(Ej

- Ei), and kB is the Boltzmann constant, Ti and Ei denote

Aggregation of the KFFE Peptide J. Chem. Theory Comput., Vol. 4, No. 4, 2008 659



the temperature and potential energy of replica i, respectively,
and j is typically replica i + 1 at the same time step. The
temperatures for the replicas were exponentially spaced
between a minimum value Tmin and a maximum value Tmax.
This procedure allows for an improved sampling of the
conformational space at low temperatures, since crossing
potential energy barriers is facilitated at higher temperatures,
and the resulting conformational changes migrate into the
lower T replicas.63 The dynamics were propagated using the
Langevin method, with a time step of δt ) 1 fs and a friction
coefficient of � ) 20 ps-1. The SHAKE algorithm64,65 was
used to freeze out bond vibrations involving hydrogen atoms.
A time step of 1 fs combined with SHAKE guarantees stable
trajectories for simulations with implicit solvent models.66

The data collected during each REMD simulation were
analyzed using the weighted histogram analysis method.67

For MD simulations of the KFFE dimer with implicit
solvent, it was necessary to confine the peptides by repulsive
walls to model constant concentration conditions and to
prevent the peptides from drifting away. We used a spherical
container, and the confining potential experienced by an atom
located at r is then68

Vc(r)) 4πeR
5r [( σ

r-R)10
- ( σ

r+R)10] (5)

where r ) |r| and r ) 0 is the center of the sphere with
radius R. The parameters σ and e were chosen to be 1 Å
and 1 kcal mol-1, respectively.31 The potential (5) guarantees
short-range repulsive interactions between peptide atoms and
the inner walls of the container. The container radius was
chosen to be R ) 25 Å, which corresponds to a molecular
concentration of 50 mM. This concentration is about two
orders of magnitude higher than the concentration that was
used in the experiment by Tjernberg et al. to investigate the
aggregation of KFFE.30 In the current theoretical study, lower
concentrations were not possible, because two of the implicit
solvent models prevented the KFFE peptides from dimerizing
when a container radius of R ) 43 Å or more was used,
which corresponds to a concentration of 10 mM or lower.
This problem is discussed in more detail in section 3.2.

3. Results

3.1. KFFEMonomer.ConformationalSpaceoftheMono-
mer. Before analyzing the performance of the various
potentials for the dimerization of the KFFE peptide, it is
instructive to investigate their impact on the conformations
of the KFFE monomer. We therefore started with a BH run
for each of the four solvent models to locate the correspond-
ing global potential minimum. In each case, it was sufficient
to perform a single BH run consisting of 5000 steps at a
temperature of 300 K. It is likely that the �-propensity of a
peptide plays a crucial role in determining whether or not
that peptide forms amyloid aggregates.30,69 To investigate
the �-propensity of the KFFE peptide, the CR-rmsd from the
�-strand illustrated in Figure 1A was calculated for each
accepted local minimum during the BH run, and the structure
lowest in potential energy with an rmsd < 0.5 Å was saved
along with the global potential minimum. The EEF1, GB1,
and GBSW potentials produce a type VIII �-turn70 for the

global potential minimum, which is shown in Figure 1B. This
structure is stabilized by salt bridges between the oppositely
charged N and C termini, as well as hydrogen bonds between
these two residues. The comparison between strand and turn
reveals that for the GBSW potential the �-strand is disfavored
most, lying 12.2 kcal mol-1 above the turn structure, whereas
for EEF1 and GB1 this difference is only 7.1 and 6.3 kcal
mol-1, respectively. The ACE potential has the �-strand as
the global potential minimum, which is, however, only 0.7
kcal mol-1 lower in energy than a turn-like structure shown
in Figure 1C.

To further explore the conformational space of the KFFE
monomer, we performed REMD simulations with six replicas
exponentially distributed between 250 and 450 K, giving a
uniform acceptance ratio for exchanges with values between
0.35 and 0.45 for all REMD simulations. The simulations
consisted of 100 000 replica exchange cycles, each involving
1000 MD time steps, resulting in a total simulation time of
100 ns for each potential. All replica runs were started from
random structures, selected from a previous high temperature
MD run. Before data were collected, 2000 MD steps were
applied for equilibration. In the production phase, we saved
the CR-rmsd from the �-strand, rmsd�, and the turn, rmsdt.
The resulting free energy surface (FES) is shown in Figure
1 for T ) 300 K as a function of rmsd� and rmsdt. The
surfaces for the EEF1 and GB1 potentials are similar. Both
are dominated by a broad minimum for strand-like structures,
whereas the turn configuration plays a minor role. Instead,
a structure intermediate between the strand and turn (Figure
1C) is the second-most populated structure for the monomer
modeled by the EEF1 and GB1 potentials. For the ACE
potential, the latter structure is the most pronounced free
energy minimum, followed by the �-strand, whereas the turn
is hardly populated. The FES for the KFFE peptide modeled
by the GBSW potential is very distinct from the EEF1, GB1,
and ACE surfaces. The only pronounced free energy
minimum here is the turn motif, whereas the �-strand and
the intermediate structure are J4 kcal mol-1 higher in free
energy.

The conclusion from the REMD results is that the EEF1,
ACE, and GB1 potentials produce a considerable �-propen-
sity for the KFFE peptide, in accord with experiment.30

Comparison with the BH results reveals that the �-strand is
favored by entropy and the turn is stabilized by potential
energy. In the case of the GBSW potential, this stabilization
is larger than the energy gain from the increased entropy
for the �-strand, resulting in a very low �-propensity of the
KFFE peptide.

Energy Analysis for the �-Strand and Turn. To understand
the origin of the low �-propensity of the KFFE peptide
modeled by the GBSW potential, we considered the total
energy, Etot, decomposed into the solvation free energy,
∆Gsolv, and the vacuum potential energy, Vvac ) Vbond + Vel

+ VvdW. Here, Vbond represents all the bonded interactions,
VvdW is the van der Waals interaction treated by a 6-12
potential, and the electrostatic interactions Vel are modeled
by a Coulomb potential of atom-centered point charges.
These contributions are listed in Table 1 for the most stable
�-strand and turn obtained for each potential. We note,
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however, that for the EEF1 potential Vel is not the vacuum
energy, since by design it contains the charge screening by
the solvent. For each potential, the �-strand is favored by
solvation and the turn by internal stabilization, but the relative
values are different between the potentials. Most distinct is
the GBSW potential, which produces a positive value of Vvac

for the �-strand, and thus the stabilization of this structure
entirely derives from ∆Gsolv. We note that the vacuum
potential energy, Vvac, is really a property of the underlying
force field, i.e. C19E, C19, and C22, rather than the solvent
model. Hence, the ACE and GB1 potentials, both used
together with C19, give similar results for the energy
contributions. For all three force fields, Vbond is always
positive for both structures. For C19E and C19 the vdW
interactions stabilize the �-strand and turn by about 20 kcal
mol-1, whereas for C22 both structures are disfavored in

terms of vdW interactions. In each case, the electrostatic
interactions provide the largest contribution to Vvac and
stabilize the structures, except for the �-strand when modeled
with C22. The Coulomb interactions are, however, dimin-
ished by the charge screening due the surrounding solvent,
as the comparison between the values of Vel for the C19E
and C19 force fields reveals. From these values, we estimate
that the aqueous solvent reduces the Coulomb interactions
by 90-100 kcal mol-1 in the �-strand, where the terminal
charges are quite far apart. The salt bridges in the turn are
screened substantially, reducing their stability by 180-200
kcal mol-1.

To study the effect of solvent charge screening for each
residue, we have decomposed Vel into its residue-residue
contributions, as shown in Figure 2. As expected, the
stabilization of the turn modeled by the C19 (ACE and GB1)

Figure 1. Free energy surfaces at T ) 300 K in terms of the CR-rmsd from the �-strand, rmsd�, and from the turn, rmsdt, for the
KFFE monomer described by the implicit solvent models EEF1, ACE, GB1, and GBSW. The energy scale (in kilocalories per
mole) is given on the left. The structures for the free energy minima are shown on the right, which are (A) a �-strand, (B) a turn,
and (C) an intermediate structure between strand and turn.

Table 1. Total Energy, Etot, Decomposed into the Solvation Free Energy, ∆Gsolv, and Vacuum Energy, Vvac ) Vbond + Vel +
VvdW for the �-Strand and Turn of the KFFE Monomera

�-strand turn
solvent
model Etot ∆Gsolv Vbond Vel VvdW Etot ∆Gsolv Vbond Vel VvdW

EEF1b -156.1 -87.7 (56%) 7.1 -58.8 -16.6 -163.2 -80.3 (49%) 12.2 -75.2 -19.8
ACE -475.1 -304.8 (64%) 5.0 -154.2 -21.1 -474.4 -208.9 (44%) 6.9 -250.9 -21.5
GB1 -483.1 -325.8 (67%) 6.2 -145.4 -18.2 -489.4 -193.4 (39%) 7.5 -277.4 -26.1
GBSW -211.4 -302.7 (143%) 20.4 61.2 9.7 -223.6 -153.6 (69%) 18.6 -104.4 15.8

a All values are in kilocalories per mole. The values in parentheses are the percentage contribution of ∆Gsolv to Etot. b The electrostatic
energies, Vel, are not really vacuum values for the EEF1 potential, because the C19E force field has charge screening incorporated into its
parameters.

Aggregation of the KFFE Peptide J. Chem. Theory Comput., Vol. 4, No. 4, 2008 661



and C22 (GBSW) force fields is almost exclusively due to
salt bridges between the oppositely charged Lys and Glu
residues. This attraction is reduced by repulsive self-
interactions arising from the double charges at the unblocked
termini. Here, the united-atom force field C19 predicts a
stronger repulsion for the negative C terminus than for the
positive N terminus, whereas for the all-atom C22 force field
the opposite is true. Given that at the N terminus the two
positive charges are further apart than the two negative
charges at the C terminus, one would expect a larger
repulsion at the C terminus, as predicted by the C19 force
field. The electrostatic attraction between the termini is also
present in the in vacuo �-strand. It is, however, reduced due
to the increased distance between them. The loss of intramo-
lecular electrostatic interactions in the �-strand is compen-
sated by electrostatic peptide-solvent interactions. The main
difference in solvation energy for the �-strand and turn stems
from the electrostatic, and not the nonpolar, contribution to
∆Gsolv. The solvent accessible surface areas of these two
structures are indeed very similar, namely 620 Å2 for the
�-strand and 580 Å2 for the turn, and give rise to similar
nonpolar solvation free energies in the range of 10-20 kcal
mol-1. The inclusion of charge screening in the C19E force
field substantially changes the Coulomb interaction between
the residues. The most pronounced difference from the in
vacuo result is the greatly reduced stability of the salt bridges
between the termini in the turn structure and their complete
screening in the �-strand. Instead, the electrostatic interac-
tions between neighboring residues become important, which
are stronger than those between the spatially more distant
terminal residues. Like the other two force fields C19 and
C22, C19E predicts a repulsive self-interaction for the C
terminus, but an attractive self-interaction for the N terminus.
The attraction between like charges in aqueous solution could
be explained by the stabilizing effect of the solvent-mediated

hydrogen-bonded bridges between them, which could over-
come the Coulombic repulsion.71,72 However, a stabilization
of 10 kcal mol-1, as found for the NH3

+–Lys interaction,
seems excessive and it is known that for some relative
orientations of like charged side chains the EEF1 model
predicts an attraction that is too strong.73

3.2. KFFE Dimer. Results from Global Optimization. For
each potential, six independent BH simulations, each starting
from a random structure from an initial high-temperature run,
were performed. For each of the six runs, a cascade of several
BH searches, each consisting of 10 000 steps, was carried
out. The first search was started at a temperature of 5000 K,
which was gradually reduced after each step down to 250 K
at the end of the run. The lowest energy structure from each
run was then taken as the starting geometry for the next run
and the temperature for the following BH runs was fixed
with values ranging from 270 up to 400 K. Various
combinations of dihedral angle moves and rigid body moves
were applied in the following BH runs. If after three
successive BH runs, no structure of lower energy was found
and the BH searches were terminated. For each solvent
model, at least three of the six BH runs located the same
structure of lowest potential energy, which is therefore
assumed to be the global potential minimum.

Several different structures with energies only 0.5-2 kcal
mol-1 above the global potential minimum have been located
for all four of the solvent models considered. For each
potential the structure of the global potential minimum is
shown (together with other structures from REMD) in Figure
5. These structures are quite different from each other. The
EEF1 and GBSW models favor an antiparallel orientation
for the two KFFE peptides, but only the EEF1 potential
supports a low-lying sheetlike structure with a CR-rmsd of
1.2 Å from the ideal antiparallel �-sheet shown in Figure 3.
As for the monomer, the GBSW potential prefers the turn
structure for the KFFE dimer, with a global potential
minimum consisting of two turns aligned antiparallel. In the
global potential minimum located for the GB1 solvent model
the two peptides are also in turn conformations, but rotated

Figure 2. Residue–residue map of the electrostatic interac-
tion energy, Vel, for the �-strand (upper triangle, black) and
turn (lower triangle, yellow) conformations of the KFFE
monomer described by the implicit solvent models EEF1,
ACE, GB1, and GBSW. The energy scale (in kilocalories per
mole) is given for each map on the right.

Figure 3. Reference antiparallel �-sheet structure for the
KFFE dimer.
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relative to one another by about 90°. The global potential
minimum for the ACE model consists of a �-strand and a
turn with the C terminus of the strand pointing towards the
middle of the turn. The dissimilarity of these four structures
is further highlighted if one relaxes the global potential
minimum from each solvent model using the other three
potentials and then ranks their energies against that of the
true global potential minimum. With one exception, the
potential energies obtained always lie between 10 and 30
kcal mol-1 above the global potential minimum in question.
The exception is the global minimum for GB1, which lies
only 0.5 kcal mol-1 above the true global minimum for the
GBSW solvation model, when relaxed with the latter force
field.

REMD Simulations and Dissociation Temperature. All
REMD simulations in implicit solvent were started by placing
two KFFE peptides in random orientations for each replica.
Before data collection, 20 000 MD steps were performed for
equilibration, followed by a production phase of 100 ns at
each temperature, involving 50 000 replica exchange cycles.
The acceptance ratio for exchanges was uniform in the
temperature range considered, with values between 0.35 and
0.5 for all REMD simulations. The temperature range for
the REMD simulations was selected via short trial runs to
ensure that the estimated dissociation temperature of the
dimer, Td, lay well within the interval in question. Specifi-
cally, Tmin and Tmax were set to 250 and 450 K for EEF1,
200 and 350 K for ACE, 250 and 400 K for GB1, and 300

and 600 K for GBSW. Eight independent replicas were
considered for the GBSW potential and six replicas for the
other three potentials. The principal quantities monitored
during the REMD simulations were the total energy, Etot,
the peptide–peptide interaction energy, Vint, the radius of
gyration, Rg, and the CR-rmsd from the antiparallel �-sheet
in Figure 3.

The heat capacity of the system, CV, is plotted together
with the radius of gyration, Rg, as a function of temperature
in Figure 4. The dissociation temperature, Td, can be inferred
from the peak in CV. Above this temperature Rg is controlled
by the confining sphere as well as the equilibrium between
the monomers and dimer. Figure 4a indicates that for higher
dissociation temperatures the equilibrium is shifted toward
the dimer, leading to lower values for Rg above Td. For the
four solvent models, we find dissociation temperatures of
350 K for EEF1, 205 K for ACE, 290 K for GB1, and 430
K for GBSW. Hence, the ACE potential shows the lowest
propensity for aggregation and GBSW the highest.

In a similar REMD simulation of the KFFE dimer modeled
by the GB1 potential, Baumketner and Shea found a
dissociation temperature of 325 K.31 The deviation of 35 K
from our result can be explained by the smaller confining
sphere, with R ) 17 Å, used in their simulation compared
to R ) 25 Å in our study, as well as by the different
temperature range chosen for the replicas. When we repea-
ted the REMD simulation for the GB1 potential with exactly
the same settings as in ref 31 we also found Td ) 325 K and
obtained the same FES for T ) Td as shown in Figure 2d of
ref 31. With the larger container radius of R ) 25 Å, the
same representation for the FES, i.e., plotted as function of
interaction energy between the KFFE peptides and Rg at the
dissociation temperature Td ) 290 K, shows a greater free
energy barrier for dimerization. Using an even larger
container radius of R ) 43 Å in the REMD simulations,
which corresponds to a peptide concentration of 10 mM (still
two orders of magnitude above the experimental concentra-
tion of 200-300 µM),30 the ACE and GB1 potentials did
not support a free energy minimum for the dimer. Hence,
they clearly underestimate the aggregation propensity of
KFFE. However, for the EEF1 and GBSW models the KFFE
peptides still dimerize for container radii of 43 and 55 Å,
the latter corresponding to a peptide concentration of 1 mM.
The effect of the container radius on the dissociation
temperature for the EEF1 potential is to produce a gradual
decrease from Td ) 365 K for R ) 17 Å to Td ) 325 K for
R ) 55 Å. Further studies will be needed to determine the
effect of confinement on peptide aggregation. In the current
work R ) 25 Å was chosen as the default confining radius,
since it allows aggregation to occur for each potential
considered.

Structural Analysis of the Free Energy Minima. In Figure
5, the FES is plotted for the KFFE dimer as a function of Rg

and the CR-rmsd from the antiparallel �-sheet in Figure 3.
Temperatures below Td (300 K for EEF1, 200 K for ACE,
260 K for GB1, and 350 K for GBSW) were chosen for
detailed analysis of the conformational space. Typical
structures for the most populated free energy minima, along
with the structure of the global potential minimum previously

Figure 4. Temperature dependence of (a) the radius of
gyration, Rg, and (b) the heat capacity, CV, computed from
replica exchange molecular dynamics simulations for the
KFFE dimer described by the implicit solvent models EEF1
(black), ACE (red), GB1 (green), and GBSW (blue). The
dissociation temperature, Td, can be inferred from the peak
in CV and is given in panel a for each of the solvent models
according to the color code. In the simulations, the peptides
were confined to a spherical container with radius R ) 25 Å.
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found from BH, are also presented in Figure 5. All of the
free energy minima for EEF1 consist of sheetlike structures,
which are aligned in an antiparallel fashion, aside from
conformation EEF1-D. The most favorable geometry is
structure EEF1-C, which is a twisted �-sheet. The twist
causes a rmsd deviation of 2.5 Å from the untwisted
reference �-sheet. The global potential minimum, EEF1-G,
almost coincides with the free energy minimum EEF1-A,
suggesting that the conformational space of the KFFE dimer
described by the EEF1 potential is dominated by potential
energy rather than entropy.

The FES for the ACE potential is also dominated by
structures involving �-strands and other extended conforma-
tions of the KFFE peptide. The structure closest to the
antiparallel �-sheet is the free energy minimum ACE-A. In
one of the free energy minima, ACE-E, the two peptides
are aligned parallel, despite the repulsion resulting from the
like charges being next to each other, which must be
compensated by other effects. The FES for GB1 exhibits
four well-defined minima. The structure of GB1-A is closest

to the antiparallel �-sheet, but one of the strands is flipped
over. The same structure was identified in the study of
Baumketner and Shea.31 The other three minima are quite
loose, with Rg J 5 Å, and consist of one KFFE peptide
adopting a turn conformation and the other a strand geometry,
which points with its C terminus toward the middle of the
turn. The structure of the global potential minimum, GB1-
G, which was also identified by Baumketner and Shea,31 is
far away from any free energy minimum. From the findings
for the ACE and GB1 solvation models we conclude that
for both potentials solvation and entropy have a large impact
on the conformations populated by the KFFE dimer. All four
minima of the FES for GBSW are composed of two KFFE
peptides in turn conformations. This finding again reflects
the very low �-propensity of the GBSW model for KFFE.
The free energy minima differ in the relative orientation
of the two turns. Minimum GBSW-A is also the global
potential minimum where the two peptides are aligned
antiparallel. The coincidence of the global potential minimum
with a free energy minimum provides evidence that stable

Figure 5. Free energy surfaces in terms of the radius of gyration, Rg, and CR-rmsd from the ideal antiparallel �-sheet (Figure
3) for the KFFE dimer described by the implicit solvent models EEF1, ACE, GB1, and GBSW. The free energy surfaces are
shown for temperatures below the dissociation temperature; specifically, T ) 300 K for EEF1, 200 K for ACE, 260 K for GB1,
and 350 K for GBSW. The energy scale (in kilocalories per mole) is given on the right. Typical structures for the free energy
minima are shown and labeled A-E. The structure of the global potential minimum, labeled G, found from basin-hopping is also
shown together with its location on the free energy surface.
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KFFE dimers are populated, and it explains the high
dissociation temperature found from the REMD simulation
for GBSW.

Energy Analysis for the Free Energy Minima. To shed
more light on how the intrapeptide, interpeptide, and
peptide-solvent interactions trigger aggregation, all the
structures presented in Figure 5 have been relaxed to local
potential energy minima. The resulting total potential ener-
gies, Etot, were decomposed into the following contributions:
Vvac,1 and Vvac,2 for the intramolecular vacuum potential
energies of the two KFFE peptides, Vint for the peptide-
peptide interaction energy, and the solvation free energy,
∆Gsolv. The results of this decomposition scheme are
presented in Figure 7 for the relevant structures, as well as
for the twisted antiparallel �-sheet, structure EEF1-C, which
is shown in more detail in Figure 6. Based on experimental
findings, this conformation should be the structural element
of the KFFE amyloid fibril,30 and we wish to understand
why it is disfavored by the GB models under consideration.
The five structures derived from the EEF1 potential are all
very similar and are stabilized by the same forces. Solvation
(excluding the screening of the peptide charges) always
contributes about 45% to the total energy, and the other 55%
is equally distributed between intra- and intermolecular terms.
The results are not as straightforward for ACE and GB1.
Most of the corresponding free energy minima are not very
well stabilized by peptide-peptide interactions and are
instead optimized for solvation. Exceptions are the structures
ACE-B and ACE-C, for which Vint contributes about 25%
to Etot. However, these structures are in equilibrium with the
three other free energy minima, which are only marginally
or not at all stabilized by Vint, and thus can easily dissociate.
That the peptide-peptide interaction is not a strong driving
force for aggregation for ACE can also be seen for the global
potential minimum, where solvation contributes 53% and Vint

only 10% to Etot. The antiparallel �-sheet, on the other hand,

is significantly stabilized by the interaction between the two
strands, yet is clearly disfavored by the ACE solvation
energy. The same findings as for the structures ACE-A
through ACE-E apply for the structures GB1-A through
GB1-D, i.e., they are stabilized by solvation rather than the
peptide-peptide interaction and are thus susceptible to
dissociation. For the global potential minimum GB1-G, on
the other hand, Vint contributes 34% to Etot, but this structure
is clearly disfavored by solvation and entropy. A similar
picture holds for the EEF1-C structure when described by
the GB1 potential. The GBSW structures are all stabilized
by peptide-peptide interactions and by the solvation energy,
leading to stable KFFE dimers. As already found in the study
of the KFFE monomer, the peptides alone are quite unstable,
with either small negative or even positive values for the
energies Vvac,i. These destabilizing forces are due to the large
electrostatic repulsion at the charged termini within the C22
force field. They are most destabilizing for the �-conforma-
tion of the KFFE peptide, thus preventing the antiparallel
�-sheet from forming within the GBSW description.

Residue–Residue Interactions in the �-Sheet. The peptide-
peptide interactions present in the twisted �-sheet in Figure
6 can be decomposed into electrostatic, Vint

el , and vdW, Vint
vdW,

contributions, which are listed in Table 2. For each potential
the vdW interactions are less stabilizing than the electrostatic
forces. The unscreened �-sheet is dominated by attractive
Coulomb interactions arising from the salt bridges between
the unblocked Lys and Glu residues from adjacent strands.
However, after the inclusion of screening due to the solvent,
one finds that Vint

vdW is of a similar magnitude to Vint
el , as the

result for EEF1 shows. The comparison of Vint
el between the

C19E and C19 force fields reveals that the solvent reduces
the electrostatic interpeptide interactions by 220-230 kcal
mol-1. If one assumes the same amount of screening for
the GBSW solvent model, the Coulomb interactions would
remain three or four times more important for the �-sheet
described by the C22 force field.

Analysis of the vdW interactions is of interest to help
answer questions about the importance of the π-π interac-
tions between the Phe residues in adjacent strands.30 To this
end, we have decomposed Vint

vdW into its residue-residue
contributions, and the results are presented in Figure 8. Since
there is no difference in the description of the vdW
interactions between the C19 and C19E force fields, and since
the equilibrated structures of the EEF1-C �-sheet differ only
marginally for EEF1, ACE, and GB1, we show only one
residue-residue map representing the C19(E) force fields
and another one for the C22 force field from the GBSW
calculation. The comparison between these two plots reveals
that the vdW interactions are quite different. For instance,
with the C19(E) force fields the most stabilizing interaction
is between Lys and Glu, with a value of –5.0 kcal mol-1.
The same residue pairing gives a repulsive vdW interaction
of 2.5 kcal mol-1 for the C22 force field and instead finds
the strongest such interactions for the Phe-Lys and
Phe-Phe pairs with values of –2.5 kcal mol-1. From the
results in Figure 8, we conclude that π-π interactions

Figure 6. Twisted antiparallel �-sheet conformation found in
replica exchange simulations of the KFFE dimer using the
EEF1 implicit solvent model. It is referred to as structure
EEF1-C.
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play a role in the stabilization of the antiparallel �-sheet
for KFFE, but are not more important than other vdW
interactions.

4. Discussion and Conclusions

The process of aggregation is a delicate balance between
the competing solvation forces and intra- and intermolecular
forces. In the case of the KFFE peptide this competition is
seen experimentally from the following results.30 (i) If one
removes the terminal charges of the unblocked KFFE peptide
by acetylating the N terminus and amidating the C terminus
the fibril formation is significantly reduced. (ii) KFFK and
EFFE do not form fibrils when incubated individually, but
aggregate when incubated together in equimolar concentra-
tions. (iii) KFFE and KVVE form amyloid fibrils whereas
KLLE and KAAE do not. These findings reveal that charge
attraction plays a crucial role for fibril formation. However,
Coulombic forces are not the only factor governing amyloid
aggregation, otherwise KLLE and KAAE should also form
fibrils. Other factors include the �-propensity and hydro-
phobic interactions. The KFFE and KVVE peptides show
partial �-conformations in solution, whereas KLLE and
KAAE do not.30 KFFE is also the most hydrophobic peptide
and KAAE the least from the four peptides studied experi-
mentally. The objective of any theoretical model would be
to reproduce these experimental findings and explain them
in atomistic detail. However, most of the empirical potentials
that allow us to study such peptides including solvent effects
in a reasonable length of time, have certain shortcomings
leading to an imbalanced description of the aggregation
process.

The EEF1 potential produces results that are closest to
the experimental findings of partial �-strand conformation
for the KFFE peptide in solution and the formation of fibrils
exhibiting �-strand structure.30 Thus, of the four energy

Figure 7. Energy contributions to the EEF1-C �-sheet (Figure 6) for the implicit solvent models EEF1, ACE, GB1, and GBSW.
The total potential energy, Etot, is decomposed into the vacuum energies, Vvac,i, of the two KFFE peptides, their interaction
energy, Vint, and the solvation free energy, ∆Gsolv. If one of the contributions is positive, Etot is plotted explicitly, otherwise it is
Etot ) Vvac,1 + Vvac,2 + Vint + ∆Gsolv.

Table 2. Contributions to the Interaction Energy, Vint,
between the KFFE Peptides in the twisted �-Sheet
(Figure 6)a

Vint
el Vint

vdW

EEF1a -34.5 -28.1
ACE -252.3 -31.7
GB1 -250.3 -31.5
GBSW -282.3 -14.4

a The electrostatic energies, Vint
el, are not really vacuum values

for the EEF1 potential, because the C19E force field has charge
screening incorporated into its parameters.

Figure 8. Residue–residue map of the van der Waals
interaction energy between the two KFFE peptides in the
EEF1-C �-sheet (Figure 6). The map on the left shows the
result for the CHARMM19 force field used together with EEF1,
ACE, and GB1 solvent models. The map on the right shows
the result for the CHARMM22 force field used together with
the GBSW solvent model. The energy scale (in kilocalories
per mole) is given for both maps on the right.
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functions considered, the EEF1 potential provides the best
balanced description for the secondary structure of the KFFE
peptide and the detailed interplay between solvation forces
and intermolecular forces. Other advantages of the EEF1
energy function are that it is very fast to evaluate and
numerically stable. Our conclusion is in line with other
comparative studies assessing the performance of various
implicit solvent models implemented in CHARMM, which
also also found that the EEF1 model is one of the most
reliable potentials in identifying experimental structures or
minima from explicit solvent simulations.21,28 The success
of the EEF1 potential in describing protein aggregation
probably lies in incorporating the solvent screening by
reducing the side chain charges. The resulting C19E param-
eters are also used together with the implicit solvent model
SASA, which is based on the solvent-accessible surface area
to describe the main effects of the aqueous solvent on the
solute.25 This potential has recently been used in MD
simulations of various amyloidogenic peptides to predict
aggregation pathways and the resulting �-sheet struc-
tures,37,74,75 and to identify �-aggregation “hotspots” in
amyloidogenic proteins.38 It correctly predicted the in-register
parallel packing of three GNNQQNY peptides,37 whereas
when applied to polypeptide sequences experimentally
known not to form amyloid structures no ordered �-ag-
gregates were observed.37,74

The main limitation of the EEF1 solvent model that we
are aware of, is the empirical implementation of the charge
screening by neutralizing the charged termini and sidechains.
While in many cases this approximation gives reasonable
results, in some instances the Coulomb interaction between
charges is underestimated. This failure is most pronounced
for repulsive interactions between like charges, which the
EEF1 solvent model often predicts to be attractive as, for
example, in the interaction between the two positive charges
in the unblocked N terminus of KFFE (Figure 2). This issue
has already been addressed by Masunov and Lazaridis in a
study of the interactions between ionizable amino acid side
chains.73 In a recent study of protein-surface interactions,
EEF1 also overestimated the electrostatic screening for a
negatively charged peptide approaching a negatively charged
surface.29 A possible way to address this problem could be
to derive the partial charges for the amino acids from
electronic structure calculations combined with an implicit
solvent model.

The ACE and GB1 models predict similar results for both
the KFFE monomer and dimer due to the similarity of the
two potentials. Both solvent models were used together
with the C19 force field and both GB models use a pairwise
approach summing over atomic volumes to approximate the
volume integral (3) for the calculation of the effective Born
radii within the CFA. The ACE and GB1 potentials predict
a similar �-propensity for the KFFE peptide as EEF1, but
fail to produce stable KFFE dimers. It seems that the balance
between the competing forces triggering aggregation lies in
favor of solvation, preventing stable dimers from forming
and thus underestimating the aggregation propensity. The
two KFFE peptides can be forced to form a dimer by
confining them into a rather small sphere, which still results

in a dissociation temperature well below the experimental
value. The comparison between the EEF1 and ACE/GB1
results reveal that a similar description of the conformational
space of a single peptide does not guarantee the same
behavior of the potentials with respect to peptide aggregation.

The overestimation of solvation energies for ACE and GB1
contrasts with the common assumption that GB models based
on the CFA tend to underestimate the solvation energy, due
to an overestimation of the effective Born radii compared
to the exact ones calculated by solving the PB equation.10

However, in a previous comparison it was found that the
performance of a GB method also varies with the conforma-
tion of the protein.76 For a test set of 120 near-native,
misfolded and unfolded structures of chicken villin head-
piece, GB1 (used together with C22) overestimates the
solvation energy for extended structures, while the solvation
energies for nativelike conformations are not favorable
enough. This finding would explain our observation that the
extended KFFE peptide does not form stable dimers and
instead prefers solvent exposed configurations for GB1. The
results for the ACE solvent model published in ref 76 do
not support our finding of an overestimation of the solvation
energy for the extended KFFE peptide. However, in ref 76
the ACE model was used together with C22 and a new
parameter set with zero hydrogen volumes. Hence the ACE
models in our study and in ref 76 may be too different to
produce consistent results. Our conclusions are supported
by two other studies (using the C19 force field), which both
find that salt bridges are screened too much within the ACE
potential,27,29 and that charged residues prefer solvent
exposed orientations for ACE and GB1.27 It is not clear
whether this failure is due to the ACE and GB1 solvent
models or to the in vacuo performance of the C19 force field.

The GBSW model supports a very stable antiparallel dimer
structure, but with the KFFE peptides in a turn rather than
a � conformation. Compared to experiment, GBSW clearly
disfavors the �-state, which can be attributed to an overes-
timation of the electrostatic forces present in the KFFE
peptide. The effective electrostatic forces are stronger than
the CMAP corrections to the C22 potential. Thus it is
unlikely that further corrections to the backbone dihedral
cross terms, as introduced recently for the CHARMM22/
CMAP/GBSW potential, would change the current result.77

For the uncapped KFFE peptide modeled by the C22
potential, significant repulsive forces are found at the doubly
charged termini. In the turn structure, these repulsions are
more than compensated by attraction between the adjacent
N and C termini. In the �-strand, however, the termini are
too far apart from each other to counteract these repulsions.
The apparently excessive Coulomb forces could be due to
either an overestimation of the partial charges in the ionizable
side chains and termini in the C22 force fields, or to an
underestimation of the charge screening by GBSW. We have
found several indications to support the former possibility.
(i) We have checked that the GBSW result for the KFFE
monomer does not change if the terminal charges are further
screened by invoking the GBSW solvent model with a salt
concentration of 0.05 and 5.0 M, or if they are removed by
acetylating the N terminus and amidating the C terminus. In
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each case the �-strand remains substantially disfavored. (ii)
From the study in ref 76 it is known that GBSW tends to
overestimate the solvation energy for extended structures,76

which should favor the �-strand for the KFFE peptide, but
not the turn. (iii) A 50 ns REMD simulation of the KFFE
dimer using the TIP3P explicit water model,26 combined with
the C22 force field, produces an FES similar to that from
the GBSW simulation. Details of this simulation are given
in Appendix B. The only difference is that minima GBSW-A
and GBSW-C are less populated in the explicit water
simulation. From these results we conclude that the partial
charges for the charged termini and side chains in the C22
force field are probably overestimated, rather than the
screening by GBSW being underestimated. An adjustment
of these charges could be beneficial for both the performance
of the C22 force field and for GBSW, as well as for other
GB solvent models. However, we acknowledge that the
calibration of a force field is a complex process and the
change of partial charges would entail extensive reparam-
etrization of the force field. We finally note that the GBSW
solvent model is computationally less efficient compared to
EEF1, but also compared to ACE and GB1, due to the
numerical evaluation of the integral in eq 3. In addition, we
observed that the default values for the number of grid points
in the numerical integration do not produce well converged
results, as discussed in Appendix C.

The nonelectrostatic interactions, such as dispersion,
between the two KFFE peptides in the antiparallel �-sheet
are described quite differently by the C19(E) and C22 force
fields, as shown in Figure 8. For instance, the most attractive
vdW force between Lys and Glu for the C19(E) potential is
repulsive for C22. In both energy functions the π-π
interaction between phenylalanines is no more stabilizing
than other vdW interactions. Hence, the present force fields
do not suggest a dominant role for π interactions in amyloid
formation.78 However, it is known from experiment that
charge attraction is not the only factor in the aggregation
process, as the comparative study of KFFE, KVVE, KLLE,
and KAAE shows.30 Interestingly, the more hydrophobic
KLLE does not form fibrils while KVVE does. To resolve
such subtleties, and to quantify the impact of hydrophobicity
and �-propensity on the aggregation process, more accurate
potentials are probably needed. A comparison between the
results from ab initio electronic structure calculations and
empirical potentials would be helpful to reliably identify the
most stabilizing forces in the different dimers. However, such
calculations involving intermolecular interactions have to be
performed with care, especially if accurate treatment of
dispersion is required.

Our results allow us to infer the likely behavior of the
various force fields and solvent models in describing the
aggregation processes of the KFFE peptide beyond dimer-
ization, although we have only studied the latter process in
the present contribution. The structure of the KFFE dimer
is not yet known experimentally and it is not clear whether
it serves as a nucleation site for fibrillization, or whether it
rather represents an off-pathway kinetic intermediate. Based
on our results it seems unlikely that stable amyloid fibrils
would be obtained for KFFE described by the C22 force

field/GBSW solvent model, due to the very low �-propensity
in this case. The C19 force field combined with the ACE
and GB1 solvent models, on the other hand, clearly
underestimate the aggregation propensity of the KFFE
peptide. Thus out of the four potentials in question, EEF1 is
probably the most promising representation of the KFFE
peptide and its aqueous surroundings for future studies of
the oligomerization processes beyond dimerization, which
eventually lead to fibrillization.
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Appendix A. Solvent Models

EEF1. The EEF1 model is a solvent-exclusion model
based on the assumption that the solvation free energy of a
protein is a sum of group contributions, which are determined
from values for small, fully solvent-exposed model com-
pounds minus the reduction in solvation because of the
presence of surrounding groups:

∆Gsolv )∑
i

∆Gsolv,i
ref -∑

i
∑
j*i

fi(rij)Vj (6)

Here, ∆Gsolv,i
ref is the solvation free energy of the reference

compound i, rij is the distance between i and j, Vj is the
volume of group j, and fi(rij) is the solvation free energy
density, which is assumed to be a Gaussian function. To
account for the screening of the interactions between charges
due to the solvent, ordinarily charged protein groups (ionic
side chains and termini) are neutralized and a distance-
dependent dielectric constant is employed. The EEF1 model
was used together with a modified version of the united-
atom CHARMM19 parameters, which contain the neutralized
side chains and termini. For the calculation of the nonbonded
interactions, the same cutoffs were used for which the EEF1
model was parametrized, i.e., both vdW and electrostatic
interactions were cut off at 9 Å with a switching function
between 7 and 9 Å.

GB1. The GB method, which we refer to here as GB1,
follows the pairwise approach, summing over atomic vol-
umes to approximate the volume integral (3) for the
calculation of the Born radii. It uses a linearized version of
Still’s original formula4 for the self-electrostatic free energy
of atom i,15

∆Gel,i ) τ[1
λ(-166

Ri
)+P1(166

Ri
2 )+ ∑

j

bond P2Vj

rij
4
+ ∑

j

angle P3Vj

rij
4
+

∑
j

nonbond P4VjC

rij
4 ] (7)

where Vj ) 4/3πRj
3 is the atomic volume of atom j and C is

a close-contact function that adjusts radii for nonbonded
atoms close to atom i. The reduction of atomic volumes due
to neighboring atoms is accounted for by the adjustable
parameters γ and Pk, which were refitted by Dominy and
Brooks to solvation energies from PB calculations for a
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database of peptides.15 As in the study by Baumketner and
Shea,31 we used GB1 together with the CHARMM19
parameters and no truncation of the nonbonded interactions
was performed.

ACE. In their GB implementation, Schaefer and Karplus
developed an analytical and continuous pairwise atomic
expression for the electrostatic solvation energy, which is
known as the analytical treatment of continuum electrostatics
(ACE).7 In the ACE model, the volume integral over the
solute in eq 3 is rewritten as an integral over all space and
the integrand is multiplied by a step function, P(r), whose
value is one in the solute’s interior and zero elsewhere. This
function can be expressed as a sum of atomic terms, P(r) )
ΣiPi(r), and the density functions Pi(r) describing the atomic
volume are given by Gaussians, whose width and height
control the smoothness of the atomistic solute volume
description. The resulting expression for the self-electrostatic
energy is

∆Gel,i )-
τqi

2

2Ri
+∑

j*i

τqi
2

ωij
exp(-rij

2 ⁄ σij
2)+

τqi
2Vj

˜

8π ( rij
3

rij
4 + µij

4)4

(8)

where the parameters ωij and σij determine the width and
height of the Gaussian, which dominates ∆Gel,i in the short-
range domain. At long-range ∆Gel,i is dominated by the last
term in eq 8, which vanishes for rij ) 0 due to the parameter
µij. For the volumes Ṽj we used the parameter set based on
the Voronoi volumes for the CHARMM19 force field,79

which we employed together with the ACE solvent model.
The calculation of the nonbonding interactions was per-
formed without a cutoff.

GBSW. The GBSW model11 is one of the most recent
GB models and involves a continuous and smooth switching
function to define the molecular surface. To improve the
calculated Born radii, an empirical correction term, ∆Gel,i

1 ,
is added to the Coulomb field term, ∆Gel,i

0 .10 The self-
electrostatic free energy can then be expressed as

∆Gel,i
1 ) a0∆Gel,i

0 + a1∆Gel,i
1

)-
τqi

2

2 [a0( 1
Ri

- 1
4π ∫solute,r>Ri

1

r4
dV)+

a1( 1

Ri
4
- 1

4π ∫solute,r>Ri

1

r7
dV)4] (9)

from which the Born radii can be calculated according to eq
3. The volume integrals in eq 9 are evaluated numerically
using Gaussian-Legendre quadrature80 for the radial grid
points and Lebedev quadrature81 for the angular grid points.
For each atom, we used 50 angular integration points and
24 radial integration points up to 20 Å. For the switching
function at the dielectric boundary, we chose a smoothing
length of 0.6 Å and used the values a0 ) –0.180 and a1 )
–1.817 for the coefficients in (9), as recommended for this
choice of smoothing length.11 We employed GBSW together
with the CHARMM22 force field including the CMAP
modifications,48–50 and the nonbonded interactions were
calculated without cutoffs.

Appendix B. Details of the REMD Simulation
with TIP3P Water

The TIP3P water model26 was used together with the
CHARMM22/CMAP force field. The peptides were solvated
in a preequilibrated cubic box of TIP3P water molecules
extending at least 10 Å from any solute atom. Any water
molecule that was too close to the peptides, i.e. within 2 Å,
was removed. The solvated system was initially minimized
for 4000 steps using the adapted basis Newton-Raphson
algorithm80 to remove any bad contacts. The minimized
system was gradually heated from 50 to 700 K in 20 K
increments using short 10 ps MD runs. During heating, the
backbone atoms of the peptides were restrained to their initial
positions with a force constant of 5 kcal mol-1 to allow
relaxation of the water molecules. All MD simulations with
TIP3P employed the SHAKE algorithm,64,65with a geometric
tolerance of 0.0001 Å to constrain covalent bonds involving
hydrogen atoms, thus allowing a time step of 2 fs in the verlocity
Verlet algorithm82,83 to integrate Newton’s equations. For MD
runs at constant temperature, the NVT ensemble was used
together with the Nose-Hoover thermostat.84 For the nonbond-
ing interactions a cutoff of 10 Å was used, while vdW
interactions were switched to zero between 7 and 9 Å, and the
particle-mesh Ewald technique was employed to calculate the
long-ranged electrostatic energies along with a force-shifting
function at a cutoff distance of 9 Å.85,86

The edge length of the cubic water box was chosen to be
40.6 Å, yielding a total of 2130 water molecules, which
corresponds to the same peptide concentration of 50 mM as
in the implicit solvent runs. For the initialization of the
REMD simulation, a random conformation for the KFFE
dimer was chosen followed by solvation, minimization and
gradual heating. Every 20 K the structure was saved and
taken as the starting point for the replica that was closest in
temperature. The REMD simulation consisted of 32 replicas,
with temperatures exponentially spaced between 300 and 600
K. Prior to the production phase, each replica was allowed
to further equilibrate in a 5 ns MD run. During the subsequent
production phase, 25 000 replica exchange cycles of 2 ps
length were applied, resulting in a total production length
of 50 ns at each temperature. The acceptance ratio was found
to be quite uniform throughout the considered temperature
range with values between 0.1 and 0.25.

Appendix C. Numerical Convergence of the
GBSW Solvent Model

When performing global optimization and minimization of
structures with the GBSW potential, we became aware of
convergence problems arising from the numerical volume
integration for the calculation of the Born radii. The
recommended values are 24 radial grid points for the
Gaussian-Legendre quadrature and 38 angular grid points
for the Lebedev quadrature.11 However, these values do not
seem to give well converged energies for our purposes in
the present system, as demonstrated in Figure 9 for the
antiparallel �-sheet of the KFFE dimer shown in Figure 3.
This structure was rotated around the x-axis in increments
of 10° up to 90° and the energy before and after minimization
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was calculated using 24 radial grid points and 38, 50, 110,
and 590 angular grid points.81 It can be seen in Figure 9b
that after minimization the energy varies by more than 4
kcal mol-1 for the default value of 38 angular grid points
and by more than 2 kcal mol-1 for 50 Lebedev grid points.
The resulting minimized structures are also different from
each other. Another problem is that the energy variations
before and after minimization are not correlated, i.e. orienta-
tions with high energies before minimization can become
lowest in energy after minimization, and vice versa, as the
comparison between Figure 9a and b reveals. The results
improve on increasing the number of Lebedev grid points,
with energies varying less than 1 kcal mol-1 for 110 and
less than 0.1 kcal mol-1 for 590 grid points. However, for
methods that rely on the unambiguous identification of
stationary points of the potential energy surface, such as
discrete path sampling,87,88 even a set of 590 angular grid
points does not give sufficiently converged results. Furthermore,
the KFFE dimer with 160 atoms is a rather small system, and
the magnitude of the energy variation with orientation scales
linearly with increasing system size. For this reason, and because
of the linear scaling of the computer time required for volume
integration with the number of integration points and atoms,
the solution to this problem probably does not lie in increasing
the number of integration points. We note that these issues are
probably unimportant in conventional Monte Carlo or molecular
dynamics simulations.

For calculations that do not require energy gradients, we
could simply orient the angular integration grid so that the
Cartesian axes coincide with the principal axes of the
molecule. This approach provides a rotationally invariant
energy, but not the correct gradients. The calculation of
solvation forces becomes more complicated because the
integration points rmn in eqs 23 and 24 in ref 11 are now
dependent on all the atomic positions, and the calculation

of the derivatives of the integration points rmn with respect
to each atom R would be necessary. The dependence of the
integration points rmn on the atomic positions {rR} results
from the diagonalization of the inertia tensor of the molecule
to obtain the rotation matrix that orients the angular grid
points with respect to the principal axes. Hence, the deriva-
tives ∂rmn/rRare quite involved, and we have not pursued the
option of orienting the grid. If precisely converged stationary
points are required, it may be better to replace the numerical
volume integration with an analytical implementation, as in the
parameter-free pairwise descreening GB models,5,6 while keep-
ing the correction to the Coulomb field approximation.6,10,13

Such an approach also has the advantage that the evaluation of
the Born radii would probably be faster than the current
implementation based on numerical integration.
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Abstract: We have developed a method to dock a transition-state structure into the active site
of an enzyme. Such an approach is more discriminative than standard docking when looking
for substrates of an enzyme, because a transition state has more sterical restrictions than a
nonreactive state. We use an accurate and tailored force field for the transition-state for the
hydroxylation reaction in cytochrome P450, obtained with the Q2MM method. We apply this
method to the docking of two drugs, progesterone and flunitrazepam, to the active sites of two
human cytochromes P450, 2C9 and 3A4. We obtain a qualitative agreement compared to
experiments, both for hydrogen atoms bound to the same carbon atom (for which the force-
field energies are directly comparable) and for general sites on the drug molecules, if the method
is combined with an estimate of the intrinsic reactivity of the various sites. However, the method
does not rank all the sites correctly. It is not significantly improved if the proteins are allowed to
relax locally or if it is combined with the MM/PBSA approach, which fully accounts for the protein
flexibility and explicitly treats solvation and entropy effects. On the other hand our method
performs better than standard docking with the GOLD software or predictions of metabolic sites
with the MetaSite software.

Introduction

The effect of drugs is determined not only by their action
on their target proteins but also by the concentration of the
drug at the target, among other things. This concentration is
a function of many different factors, e.g. the amount
administered, the uptake in the body, the excretion from the
body, and the modification and degradation of the drug in
the body. Thus, the drug metabolism and pharmacokinetics

are very important for the success of a drug candidate and
much effort has been devoted to their measurement and
prediction.

Of particular interest in this aspect is the group of enzymes
called cytochromes P450 (CYPs). They are oxidative liver
enzymes that degrade foreign substances in the body. In fact,
they metabolize ∼90% of the drugs on the market.1 The
active site of these enzymes consists of a haem group, i.e.
an iron ion in the center of a porphyrin ring. Below the ring,
the metal is coordinated to a cysteine ligand, whereas the
upper site is open to the coordination of a small ligand, like
water or O2. During the catalytic cycle, a highly reactive
Fe(V)dO complex (formally) is formed, called compound
I. It has the potential to oxidize many chemical groups, e.g.
by aliphatic hydroxylation, aromatic hydroxylation or ep-
oxidation, dealkylation, N, S, or SO oxidation.
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Much effort has been directed to the prediction of CYP
reactivity of drug candidates. It has been realized that this
consists of two topics, viz. estimation of the intrinsic
reactivity of the various groups in the drug and calculation
of the steric accessibility of the groups to the oxoferryl group
of compound I,2 whereas dynamic effects during binding
seem to be less important.3 The intrinsic reactivity has been
thoroughly studied for the most interesting reaction types,
both with density functional theory (DFT) methods4,5 and
by more approximate, but faster methods.6,7 The steric effects
have also been studied, e.g. by solvent accessibility, docking,
and QSAR methods.8,9 In some cases, both types of effects
were considered.2,8,10,11

However, nobody seems to have employed the fact that,
for substrates, a transition state must form. Such a state has
quite severe sterical restrictions (for aliphatic hydroxylation,
the reacting hydrogen atom on the substrate should be ∼1.25
Å from the oxoferryl group with Fe-O-H and O-H-C
angles of ∼121° and 171°).12 Thus, docking of the transition
state should be more discriminative than a normal docking
of the substrate into the active site. In fact, it has been shown
that docking of high-energy intermediates to enzymes can
improve the prediction of their function.13,14 Therefore, we
in this paper develop a transition-state docking procedure
and test it on two human CYPs.

Docking programs employ an empirical energy function
to determine and optimize the interaction energy between
the drug candidate and the active site, typically in the form
of a molecular mechanics (MM) force field. This is a problem
for docking of transition states, because force fields normally
are only developed for equilibrium statessfor transition
states, which are first-order saddle points on the potential
surface, special optimization algorithms are needed, which
are less robust than those for minima (i.e., they cannot
guarantee that a transition state is found from every starting
position, and they normally require information about the
curvature of the potential around the saddle point). Four types
of methods have been employed in the optimization of
transition states with MM methods.15,16 In this paper, we
use the simplest approach, Q2MM,17 in which the transition
state is converted to an equilibrium state during the param-
etrization (the negative frequency is replaced with a high
positive frequency). Thereby, any minimization code can be
used and a transition state is found from any reasonable
structure, which is important for a stable docking code.

We use a general Q2MM force field for the transition state
of aliphatic hydroxylation, which we recently developed and
tested.12 It was obtained for a training set of 14 transition-
state structures of small model molecules with most chemical
groups commonly encountered in drugs, optimized at the
DFT level, and it was tested for a set of 10 additional
molecules. We use this force field to dock two drugs,
progesterone and flunitrazepam, into the active sites of two
human CYPs, 3A4 and 2C9. We test whether we can predict
which sites of the drugs will be metabolized by the respective
enzyme by combining the docked results with a measure of
the intrinsic reactivity of each site.5 We also test if the
predictions of the method can be improved by optimizing
the geometry of the active site side chains or by including

dynamic, solvation, hydrophobic, and entropy effects by the
MM/PBSA (molecular mechanics Poisson–Boltzmann sur-
face area) approach.18 Finally, we compare the results with
two other methods to predict reactivity in the CYPs, standard
docking with the GOLD software19 and CYP reactivity
predictions by MetaSite.8

Methods

Systems Studied. Our calculations are based on the crystal
structures of CYP 2C9 and 3A4 (PDB entries 1R9O and
1TQN).20,21 The protein part of the system was set up in
the same way as in our previous study of the water dynamics
in the active-site cavity of these proteins.22 To describe the
transition state, we added an oxygen atom with a bond length
of 1.76 Å to the iron ion, opposite to the sulfur atom of the
cysteine ligand.

We studied two substrates, progesterone and flunitrazepam
(shown in Figure 1). They were described with the general
AMBER force field,23 and the transition state was modeled
by our recently developed transition-state force-field param-
eters.12

We studied the transition states for hydroxylation of the
2�, 6�, 16R, 16�, 17R, and 21 positions on progesterone,
and the 1 and 3 positions on flunitrazepam. The � hydrogen
atoms in progesterone are directed toward the viewer in
Figure 1.

Transition-State Docking. All calculations with the
transition-state force field were done with the AMBER
software suite, version 9.24 Molecular mechanics minimiza-
tions were run with a distance-dependent dielectric constant
of 4r and an infinite cutoff for nonbonded interactions. The
temperature was kept constant at 300 K using the Berendsen
weak-coupling algorithm25 with a time constant of 1 ps. We
also tested a generalized Born (GB) solvation model,26,27

but this increased the calculation time too much.
First, we generated a starting position with the reactive

hydrogen atom close to the oxoferryl group by manually
docking the substrates into the active site in a reasonable
conformation. This structure was refined by a molecular
mechanics optimization, in which the protein and the haem
group were kept fixed and only the substrate allowed to
move. To fully sample all possible conformations, we then
did a full conformational analysis of the substrates by
systematically rotating (with local software) the four rotable
bonds (Fe-O, O-H, H-C, and C17-C20 in progesterone
or the bond to the fluorophenyl ring in flunitrazepam) 6-fold

Figure 1. Substrates studied, progesterone (a) and fluni-
trazepam (b), with the considered carbon atoms indicated.
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(8-fold for the Fe-O bond) with a fixed protein structure,
generating 1728 conformers of the substrates. All these
structures were optimized with molecular mechanics, keeping
the protein and haem group fixed. From this conformational
analysis, we took the structure with the lowest energy for
further analysis of the binding and estimation of the binding
affinities.

For flunitrazepam, there are two possible conformations
of the seven-membered ring, as is shown in Figure 2. The
two conformations are degenerate in quantum chemical
calculations. Therefore, we tested both conformations, but
report only the results of the conformation that gives the
lowest docked energy (conformation 1 for all calculations,
except for the reaction of C1 in CYP 3A4).

In some calculations, we studied the effects of the protein
flexibility by performing an additional geometry optimization
of the structure with the lowest energy, with all side chains
around the active site free to move. These side chains were
100–102, 104, 106, 108, 113, 114, 197, 200, 201, 204, 205,
208, 209, 233, 234, 236, 237, 240, 292, 293, 295–297,
299–301, 304, 361, 362, 366, 474, 476, 477, and 479 in 2C9,
and 105, 106, 108, 119, 120, 212, 213, 215, 241, 301, 304,
305, 309, 369, and 370 in 3A4.

Binding Energies. The binding energy of a ligand (L) to
a protein (P) is the free energy of the reaction:

P+Lf PL (1)

where PL is the complex between the protein and the ligand.
Therefore, we could estimate the binding by

Ebind′ )EPL -EP -EL (2)

where EPL, EL, and EP are the MM energies of PL, P, and L.
However, for a transition-state, in which there is a bond
between the reactive hydrogen atom and the oxoferryl group
of compound I, EPL contains bonded energy terms (one bond,
two angles, and six or seven dihedrals) that are not present
in either EL or EP. A simple and intuitive way to compensate
for this is to subtract the energy of these nine or ten
interaction terms in a fully optimized small model of the
substrate and the haem group, Etsbond.

Ebind ′′ )EPL -EP -EL -Etsbond (3)

Thereby, all bonded terms appear on both sides in eq 3,
making the energies comparable. Moreover, Etsbond provides
an estimate of how much the transition state is strained
relative to the best possible unstrained structure.

Ideally, the small model for which we calculate Etsbond

should be the same model for which the intrinsic reactivity
is estimated (see below), because, for larger substrates, this
energy will already include some steric effects (the large
haem group will restrict the approach of some sites to the
reactive oxoferryl group). Therefore, we have used the
Fe(porphine)(SCH3)(O)(substrate) model, which was used
in our QM calculations.5

Strictly speaking, all three species in eq 1 should be studied
in their optimum states in aqueous solution. However, as a
first approximation, we have kept the geometry of the protein
fixed to save time and avoid the risk of ending up in different
local minima for the various complexes. On the other hand,
we optimize the geometry of the isolated ligand, using an
implicit solvent model with a distance-dependent dielectric
constant (µ ) 4r), giving the energy EL,opt. Thus, we end up
with the estimate:

Ebind )EPL -EP -EL,opt -Etsbond (4)

To this binding affinity of the transition state, we should
add an estimate of the intrinsic reactivity of each site (when
comparing different reactive sites),2 EQM. In our previous
paper on aliphatic hydroxylation, we found that activation
barriers calculated with density functional theory employing
the B3LYP functional using a methoxy radical gives a
reliable estimate of the reaction barrier (EQM).5 The EQM

values for progesterone were published in that paper and the
flunitrazepam data can be found in the Supporting Informa-
tion. Thus, our estimated activation energy for the various
reactive sites is

Eest )Ebind +EQM (5)

Absolute values of Eest do not have any specific meaning,
but relative values of different reactive sites of the same drug
in one protein should indicate their relative reactivities, a
positive value indicating a higher activation barrier and
therefore a poorer substrate.

MM/PBSA Calculations. The energies in eqs 2–4 are pure
MM energies, and they are obtained with a primitive
solvation model. In an attempt to improve these, we have
employed the MM/PBSA approach18 for the docked struc-
ture with the lowest energy. In this approach, each of the
three (free) energies on the right-hand side of eq 2 is
estimated as a sum of four terms:

E) < EMM > + < GSolv > + < Gnp >-T< SMM> (6)

where GSolv is the polar solvation energy of the molecule,
estimated by the solution of the Poisson–Boltzmann (PB)
equation,18 Gnp is the nonpolar solvation energy (including
the cost of making a cavity in the solvent, solvent entropy,
the hydrophobic effect, and solvent–solute dispersion and
repulsion), estimated form the solvent-accessible surface area
of the molecule,28 T is the temperature, SMM is the entropy
of the molecule, estimated from a normal-mode analysis of

Figure 2. Two flunitrazepam conformations: conformation 1
in color and conformation 2 in black lines.
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harmonic frequencies calculated at the molecular mechanics
(MM) level, and EMM is the MM energy of the molecule,
i.e. the sum of the internal energy of the molecule (i.e., the
bonded terms, Eint) and the electrostatics (Ees) and van der
Waals interactions (EvdW):

EMM )Eint +Ees +EvdW (7)

All the terms in eq 6 are averages of energies obtained
from 20 snapshots taken from molecular dynamics (MD)
simulations. In order to reduce the time-consumption and to
obtain stable energies, the same geometry is normally used
for all three reactants (complex, ligand, and receptor), i.e.
only the PL complex is simulated by MD.29

The MM/PBSA calculations followed the same protocol
and settings as in ref 30, and here we only outline the
differences. In the MD simulations, the SHAKE algorithm31

was not used, and consequently, a smaller time step (0.5 fs)
had to be used. However, the duration of the MD simulations
for both the equilibration (275 ps) and production runs (200
ps) were the same as in ref 30. All MD simulations used
periodic boundary conditions with an octahedral box, extend-
ing at least 9 Å outside the protein (in total, ∼40 400 and
46 500 atoms in CYP 2C9 and 3A4, respectively). Each MM/
PBSA calculation was based on 20 snapshots extracted from
the MD production run. The components of the binding
energy in eq 6 were obtained using the mm_pbsa module of
Amber 8.0.24 The polar solvation energy was calculated with
the Poisson–Boltzmann model, calculated with the DelPhi
II software,32 or with the default Generalized Born model
in Amber 8.0 (GBOBC)27 (we use the acronym MM/GBSA
for the latter results).

It has previously been shown that the entropic contribution
to the free energy obtained within the MM/PBSA method
may lead to large fluctuations and thereby a significant
standard deviation in the predicted binding affinities.30 The
reason for this is that the protein is truncated and then
minimized before the calculation of the frequencies from
which the vibrational contribution to the entropy is derived.
We have recently formulated an alternative method in which
a fixed buffer region is introduced into the minimization and
frequency calculations,33 thereby stabilizing the vibrational
entropic term. This new method is employed in this paper.

Finally, we have added the same Etsbond correction for the
extra bond in the transition-state complex and the EQM

correction for the intrinsic reactivity of each site as in the
Eest estimate to all the MM/PBSA and MM/GBSA energies.

GOLD and MetaSite Calculations. For comparison, we
also performed a set of standard docking calculations, using
the GOLD software,19 version 3.1. All water molecules
except the one bound to the haem iron were deleted from
the crystal structure (and also ligands, if any), and hydrogen
atoms were added to the protein, but not to the water
molecule (in order to mimic compound I). The Fe–O distance
was modified to 1.62 Å. We used a flat-bottomed harmonic
distance restraint of 2.4–2.7 Å between this oxygen atom
and the hydrogen atom to be abstracted with a spring constant
of 50.0 kcal/(mol Å2) to define the reactive site. This distance
was chosen from an optimized complex of methane and
compound I, in which it is 2.55 Å. This is similar to the

approach used by Vermeulen and co-workers, in which only
docked poses for which the reactive carbon atom was within
6 Å of the iron ion were considered.34

Finally, we also predicted the reactivity of the various sites
with the MetaSite software, version 2.7.5.8 These calculations
employed the default settings and the parameters for the CYP
3A4 and CYP 2C9 models implemented in the software.

Results and Discussion

Flunitrazepam. Experimentally, it is known that the CYPs
convert flunitrazepam to desmethylflunitrazepam and 3-hy-
droxyflunitrazepam.35 These metabolites are formed after
initial hydrogen abstraction from the aliphatic carbons C1
and C3, respectively, and several different CYP isoforms
can catalyze these reactions. For example, CYP 2A6 and
3A4 catalyze both reactions, whereas CYP 2B6, 2C9, and
2C19 only cause demethylation.36

We have docked the transition states corresponding to the
hydroxylation reactions on C1 and C3 into CYP 2C9 and
3A4, performing a systematic conformational search, as
described in the Methods section. For the most stable of the
1728 considered conformations, we calculated the estimated
binding affinity by eq 5. The results are listed In Table 1. It
can be seen that there is a significant correlation between
Eest and the experimental data. For CYP 3A4, Eest is around
-85 kJ/mol for both reactions, whereas for CYP 2C9 Eest is
negative for the 1-demethylation, but positive for the
3-hydroxylation. This is in good agreement with the experi-
mental observation that CYP 2C9 does not catalyze the
reaction at C3, whereas CYP 3A4 catalyzes both reactions.
However, our method predicts that the C1 site should be
more reactive than the C3 site in CYP 3A4 (by 4 kJ/mol),
although experiments indicate the opposite (by 6 kJ/mol),
so the predictions are not fully quantitative.

Progesterone. It is well-known that steroids in general
and progesterone in particular are metabolized by several
human CYPs at different positions.37–39 All the various
metabolites of progesterone are alcohols formed by hydroxy-
lation of aliphatic carbons, which makes it a good test case
for our force-field and transition-state docking procedure.
Four different metabolites are produced by CYP 3A4, viz.
the 2�-, 6�-, 16R-, and 21-hydroxylated progesterone,
whereas CYP 2C9 primarily catalyzes the reaction at the 21
position (with minor metabolites from the 6� and 16R
positions).

To test our force field, we first studied the EPL energies
(i.e., the docked energies) of the 16R and the 16� hydroxy-
lations, because for hydrogen atoms bound to the same
carbon atom, the Q2MM energies are directly comparable.

Table 1. Calculated Eest Energies (kJ/mol) for the
Reaction of Flunitrazepam in Human CYP 2C9 and 3A4a

2C9 3A4

C1 C3 C1 C3

Eest -27 86 -87 -83
Vmax 0.38 1.54 15.7

a For comparison, experimental Vmax data are also included
(min-1).37
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Quite satisfactorily, our results show that the EPL energies
are 80 and 246 kJ/mol lower for the H16R atom than for
the H16� atom in CYP 3A4 and 2C9, respectively, clearly
explaining why only the 16R product is observed.39 These
energy differences come from the bonded energy terms
(bonds, angles, and dihedrals) and the van der Waals
energies, about 50% from each, whereas electrostatics has
only a minor influence. This shows that the preference to
react at H16R comes from a better fit in the active site.

However, to compare all the other reactive sites, we instead
need to study the Eest energies. These are listed and compared
to experimental Vmax values in Table 2. It can be seen that
most of the results are qualitative correct: Eest is large and
positive (139–695 kJ/mol) for the two sites (16� and 17)
that do not react in any of the two proteins. A similar high
value (178 kJ/mol) is observed also for the 2� position in
CYP 2C9, the product of which is also not observed. The
other sites have lower Eest energies in CYP 3A4 (-68 to
+136 kJ/mol), and these reactions are also observed experi-
mentally. The experimentally most reactive site in CYP 2C9,
C21, has the lowest Eest, 82 kJ/mol. However, Eest for the
nonreactive 2� position (178 kJ/mol) is smaller that of the
6� and 16R positions (335 and 289 kJ/mol), which are
observed experimentally, although only as minor metabolites.
Moreover, the quantitative correlation between Eest and Vmax

is poor for CYP 3A4.
Improvements to the Transition-State Docking. The

approach used in our transition-state docking method,
although similar to other docking approaches, is admittedly
quite primitive, ignoring many important contributions to the
true free energy of binding.40 In particular, we keep the
protein fixed in both the docking and the energy calculation.

This is the most common approach in docking, and it
normally gives good results. However, it does not include
the flexibility of the protein, which could be a reason why
we cannot rank all sites correctly. A first attempt to include
the flexibility of the protein would be to allow some amino
acids to relax during the docking.

We tried such an approach by performing a geometry
optimization of the amino-acid side chains in the active for
the best docked pose of each reactive site, as is described in
the Methods section. The results are described in Tables 3
and 4. It can be seen that the estimated activation energies
(Eflex) all become more favorable as expected and also much
more similar and therefore more realistic. Unfortunately, this
means that it becomes harder to discern which sites are
metabolized and which are not. For flunitrazepam, flexible
transition-state docking performs excellently, pointing out
the reactive sites in both proteins. However, for progester-
one, the results are worse. Eflex clearly and correctly shows
that the 16� site is not reactive in any of the proteins (by

77–155 kJ/mol). However, for other nonreactive sites (C17
in both proteins and 2� in CYP 2C9), Eflex is equal or more
negative than for some of the reactive sites, although the
energy difference is not large 0–9 kJ/mol. Moreover, the
reactive sites are ranked in a completely erroneous order (but
again with an energy difference of only 9–16 kJ/mol). Thus,
such a partly flexible method does not lead to any consistent
improvement of the transition-state docking.

However, the energy function used in our transition-state
docking, eqs 2–4, involves many approximations. In par-
ticular, many important energy terms are missing, e.g.
solvation, dynamics, entropy, hydrophobic effects, etc.40 We
have therefore tried to improve the results of our transition-
state docking approach by including all these terms in a well
tested and computationally effective way, viz. by the use of
the MM/PBSA method.18 In this approach, the standard MM
energy is supplemented by energies for the entropy, polar
and nonpolar solvation, and all energies are calculated for a
number of snapshots taken from a molecular dynamics
simulation of the complex, thereby taking into account also
dynamics effects and the protein flexibility. The calculations
were performed only on the most favorable docked confor-
mation for each site. Naturally, the MM/PBSA method was
extended to the transition-state docking by including the EQM

correction for the intrinsic reactivity of each site and the
Etsbond correction of the additional bond in the transition state.
The results of such calculations for the docking of fluni-
trazepam and progesterone into CYP 3A4 and 2C9 are also
included in Tables 3 and 4.

For progesterone in CYP 2C9, MM/PBSA performs rather
well, predicting that the three nonreactive sites 2�, 16�, and
17 have higher energies (161–176 kJ/mol) than the two most

Table 2. Calculated Eest Energies (kJ/mol) for the Reaction of Progesterone in Human CYP 2C9 and 3A4a

2C9 3A4

21 16R 6� 2� 16� 17 6� 16R 2� 21 16� 17

Eest 82 289 335 178 533 695 136 60 17 -68 139 346
Vmax 0.51 0.08b 0.04 33 8.7 8b 1.1

a In addition, experimental Vmax data is included (min-1).40 b Estimated from single-point measurements, assuming that the KM values are
equal to those of the 6� hydroxylation.

Table 3. Comparison of the Results of Transition-State
Docking with a Rigid (Eest) or Partly Flexible (Eflex) Protein,
As Well As the MM/GBSA, MM/PBSA, MetaSite, and
GOLD Results for Flunitrazepama

2C9 3A4

C1 C3 C1 C3 r2 #miss

Eest -27 86 -87 -83 0.56 0
Eflex -177 -162 -179 -179 0.62 1
MM/PBSA 130 320 174 391 0.95 1
MM/GBSA 82 237 78 219 0.85 1
EQM 48 43 48 43 0.86 1
MetaSite 1.69 1.07 2.13 1.50 0.18 1
GOLD 38.4 37.2 49.9 47.5 0.42 1
Vmax 0.38 1.54 15.7

a Energies are in kilojoules per mole (a low value indicates a
reactive site), MetaSite and Gold scores are in arbitrary units (a
high value indicates a reactive site), and Vmax is in inverse
minutes. r2 is the correlation coefficient between the respective
data and the activation energy calculated from Vmax. #miss is the
number of qualitatively incorrect predictions.
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reactive sites (149–151 kJ/mol). Unfortunately, the least
reactive site, 6�, has a higher energy 173 kJ/mol, and the
ranking between the 21 and 16R sites is incorrect (by 7 kJ/
mol). Likewise, for progesterone in CYP 3A4, MM/PBSA
predicts a higher energy for the reactive 21 site (221 kJ/
mol) than for one of the nonreactive site (16� with 198 kJ/
mol). The MM/GBSA predictions are similar or slightly
worse. For flunitrazepam, both MM/PBSA and MM/GBSA
are poor, predicting that the C3 site is appreciably less
reactive than the C1 site in both enzymes. Thus, the MM/
PBSA method does not give any improvement compared to
the simpler Eest estimate.

The MM/PBSA energies are dominated by a favorable van
der Waals energy (∼170 kJ/mol) and an unfavorable solva-
tion energy (∼180 kJ/mol for PB and ∼90 kJ/mol for GB).
Interestingly, the electrostatic energy is also unfavorable, so
it is not canceled by the solvation term, as is normally
observed. This may explain the poor performance of MM/
PBSA for the CYPs, and it is probably connected to the fact
that the active site is completely hidden in the center of the
enzyme. The difference between the C1 and C3 sites in both
enzymes is completely caused by the electrostatic term. The
entropy term is always unfavorable (∼80 kJ/mol), and the
nonpolar solvation is favorable and nearly constant (22 kJ/
mol). The internal energy, which comes entirely from the
6–7 extra bonded interactions in the transition state, is
unfavorable and small (∼10 kJ/mol). It gives an indication
of how strained each transition state is. In fact, it is perfectly
correlated to Vmax for progesterone in CYP 3A4 (all six sites
are ranked correctly), but the ranking is much worse for CYP
2C9 or for flunitrazepam. The average statistical standard
deviation of the MM/PBSA estimates is 6 kJ/mol and slightly
lower for MM/GBSA, which also may explain the poor and
varying results.

Finally, we have included in Tables 3 and 4 also the
intrinsic reactivity of each site, estimated by a methoxy-
radical model (EQM). It can be seen that this factor alone
has a poor predictive power: For example, it can never
explain why the C3 site in flunitrazepam is reactive in CYP
3A4, but not in 2C9. The same applies to C21 in progest-
erone, and it can also be noted that EQM attains its second
lowest value for the nonreactive 16� site. Thus, the steric
(docking) energies are very important for a predictive
method.

Comparison to Other Methods. We have seen that
transition-state docking is rather successful in discriminating
reactive and nonreactive sites of both flunitrazepam and
progesterone in CYP 3A4 and 2C9, but it often fails to rank
the sites correctly. In order to decide how useful such an
approach is, we need to compare its performance with other
available methods. Therefore, we have studied the same
drugs and enzymes with two other methods, GOLD, a
standard docking (and scoring) program,19 and MetaSite,8

an integrated method to predict the reactivity of each site of
a drug molecule against several human CYPs. The results
of these methods are shown in Tables 3 and 4 for fluni-
trazepam and progesterone, respectively (full data on the
GOLD and MetaSite calculations for all the sites on the
substrates are available in the Supporting Information).

To facilitate the comparison, we have included two quality
criteria in the table. First, we give the correlation coefficient
between the theoretical and experimental data (r2). Our
methods provide estimates to the activation energy. There-
fore, we cannot directly compare to Vmax data; instead, Vmax

has to be recalculated to activation energies (-RT ln(hVmax/
kT)). Unfortunately, no experimental data is available for
the nonreactive sites (Vmax ) 0 gives an infinite activation
energy). Therefore, we also included a more qualitative
criterion, viz. the number of qualitative misses in the
predictions (#miss). For flunitrazepam we consider the
method qualitatively wrong if the predictions for the two
sites are too dissimilar for CYP 3A4 (for which both sites
are reactive) or too similar for 2C9 (for which only C1 is
reactive), where two predictions are considered similar if they
differ by less than 10% (any value up to ∼30% gives the
same results). For progesterone, we define the number of
misses as the number of nonreactive sites that have a higher
Eest value than any of the reactive sites plus the number of
reactive sites that have a lower Eest value than any of the
nonreactive sites (and similar for the other methods).

Using these criteria, we can see from Table 3 that for
flunitrazepam, Eest is the only method that gives qualitatively
correct results for both enzymes: MetaSite gives a too large
difference between 1-demethylation and 3-hydroxylation in
3A4, whereas GOLD does not give any significant difference
between the two sites in 2C9. This is also reflected in the

Table 4. Comparison of the Results of Transition-State Docking with a Rigid (Eest) or Partly Flexible (Eflex) Protein, as well
as the MM/GBSA, MM/PBSA, MetaSite, and GOLD Results for Progesteronea

2C9 3A4

21 16R 6� 2� 16� 17 r2 #miss 6� 16R 2� 21 16� 17 r2 #miss

Eest 82 289 335 178 533 695 0.99 3 136 60 17 -68 139 346 0.96 0
Eflex -209 -216 -218 -209 -132 -218 1.00 4 -214 -224 -224 -230 -59 -219 0.91 2
MM/PBSA 151 149 173 161 167 176 0.43 3 196 150 197 221 198 234 0.20 2
MM/GBSA 88 68 110 97 110 110 0.08 4 101 47 107 83 79 113 0.04 2
EQM 55 41 56 53 44 61 0.04 3 55 41 56 53 44 61 0.00 4
MetaSite 1.45 1.38 1.25 1.29 1.43 1.33 0.83 5 1.62 1.71 1.49 1.85 1.79 1.70 0.45 5
GOLD 39.1 35.3 3.11 15.4 7.11 19.7 0.60 4 16.2 32.4 35.3 43.7 32.2 -18.8 0.89 2
Vmax 0.51 0.08b 0.04 33 8.7 8b 1.1

a Energies are in kilojoules per mole (a low value indicates a reactive site), MetaSite and Gold scores are in arbitrary units (a high value
indicates a reactive site), and Vmax is in inverse minutes. r2 is the correlation coefficient between the respective data and the activation
energy calculated from Vmax. #miss is the number of qualitatively incorrect predictions. b Estimated from single-point measurements,
assuming that the KM values are equal to those of the 6� hydroxylation.
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correlation coefficient, which is 0.56, 0.18, and 0.42 for the
three methods, respectively.

For progesterone, Eest gave qualitatively correct predictions
for CYP 3A4 (#miss ) 0), but it had a qualitative problem
with the 2� site in CYP 2C9 (giving #miss ) 3). However,
MetaSite had even worse problems: It gives the second
highest score to the nonreactive 16� position and the lowest
score to the reactive 6� position in CYP 2C9 (#miss ) 5),
and it gives even poorer predictions for CYP 3A4 (the two
nonreactive sites are ranked as number two and four; #miss
) 5). GOLD docking performs somewhat better, but it gives
the lowest score to the reactive 6� site in CYP 2C9 (#miss
) 4) and the second lowest score for most reactive site in
CYP 3A4 (#miss ) 2). Likewise, the correlation coefficients
for Eest, 0.99 and 0.96, are consistently higher than those for
MetaSite (0.83 and 0.45) and GOLD (0.60 and 0.89). Thus,
according to these criteria, our transition-state docking
approach gives significantly better results than other available
methods.

Conclusions

In this paper, we have developed a method for transition-
state docking of putative substrate molecules into the active
site of an enzyme, and we have applied it for the prediction
of metabolism pattern of two typical drugs (progesterone and
flunitrazepam) in two human CYPs (3A4 and 2C9). Transi-
tion-state docking is a novel method to increase the
discriminative power of a docking procedure by requiring
that a productive transition state must form between the drug
and the protein. It differs from previous approaches using
constrained docking34,41 or hypothetic “high-energy interme-
diates”13,14 in that we employ a full and accurate force field,
tailored for the transition state the hydroxylation reaction in
the CYP, rather than a single distance or a modified substrate
structure. Thereby, we directly estimate if a transition state
actually can be obtained for a certain substrate.

To this end, an MM force field for the substrate is needed
and this was developed for the hydroxylation of aliphatic
carbon atoms by CYPs in a previous article.12 This force
field gives excellent docked structures of the two drugs in
the two enzymes, when it is combined with a systematic
search of the conformational space.

However, we also need an estimate of the activation energy
of each of the docked structures. To estimate the intrinsic
reactivity of each reactive site on the drug we have used
DFT calculations with a methoxy radical model of the haem
group. Such calculations can be performed within a few hours
for most druglike molecules.5 A qualitative model, 5 which
predicts the activation energies from the chemical environ-
ment of the reacting hydrogen atom, gives only slightly worse
results (the two estimates differ by 3–18 kJ/mol).

Second, we need to estimate how well the transition state
fits into the protein. This means that we should estimate the
binding affinity of the drugs to the proteins, with the
modification that the transition states involve a partial bond
between the protein and the drug (an O-H bond to the
oxoferryl group). This is a serious complication, because it
means that standard methods of binding affinity cannot be

used40 and that the MM energies of different reactive sites
are not comparable.

Depending on the energy of interest, this problem can be
solved in different ways. For reactions involving different
hydrogen atoms bound to the same carbon atom (e.g., H16R
and H16� in progesterone), the force fields contain exactly
the same terms and, therefore, the MM energies are directly
comparable. Our results show that we can predict the
reactivity of such sites successfully and the results can be
directly interpreted in contributions from the various MM
terms (bonded terms, van der Waals interactions, and
electrostatics).

However, for more general applications, we have devel-
oped a method to compare activation barriers for different
reactive sites in different proteins, combining both the
intrinsic reactivity and steric effects and correcting for the
extra bonded terms in the transition state by comparing them
to the ideal terms in a small optimized model complex, eq
5. From the results in Tables 1 and 2, it can be seen that the
method in all except one case gives qualitatively, but not
always quantitatively, correct results (i.e., we can predict
which sites are reactive, but we cannot rank them correctly).

Thus, the method works reasonably, but not perfectly. On
the other hand, it is significantly better than alternative
methods, viz. standard docking and scoring with GOLD19

and metabolic predictions by MetaSite.8 We have tried to
improve the method by local optimization of the amino-acid
side chains in the active site or by including full protein
flexibility and improving the energy function with solvation,
hydrophobic, and entropy effects, using the MM/PBSA
approach.18 Unfortunately, neither of these tests led to any
significant improvement.

There are several possible ways to further improve the
approach. First, we could try to use more conformations than
the best one with local protein optimization or by MM/PBSA
refinement. However, this would be much more expensive
in terms of computer resources. Second, the Q2MM method
for optimizing transition states essentially fixes the position
of the transition state, allowing only for minimal variations
in the geometry. This will exaggerate steric effects. Other
methods, e.g. SEAM or the empirical valence bond method,15

can be expected to model variations around the transition
state more realistically, but they require special software.
We currently work on various approaches to improve the
method and we also try to develop similar methods to study
other important CYP reactions with this approach.
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